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Abstract—We propose a semi-supervised multichannel speech enhancement system based on a probabilistic model which assumes that both speech and noise follow the heavy-tailed multivariate complex Cauchy distribution. As we advocate, this allows handling strong and adverse noisy conditions. Consequently, the model is parameterized by the source magnitude spectrograms and the source spatial scatter matrices. To deal with the non-additivity of scatter matrices, our first contribution is to perform the enhancement on a projected space. Then, our second contribution is to combine a latent variable model for speech, which is trained by following the variational autoencoder framework, with a low-rank model for the noise source. At test time, an iterative inference algorithm is applied, which produces estimated parameters to use for separation. The speech latent variables are estimated first from the noisy speech and then updated by a gradient descent method, while a majorization-equalization strategy is used to update both the noise and the spatial parameters of both sources. Our experimental results show that the Cauchy model outperforms the state-of-art methods. The standard deviation scores also reveal that the proposed method is more robust against non-stationary noise.

Index Terms—Multichannel speech enhancement, multivariate complex Cauchy distribution, variational autoencoder, nonnegative matrix factorization

I. INTRODUCTION

Multichannel speech enhancement aims to extract speech from an observed multichannel noisy signal [1]. Usually, parametric models are used for the speech (target) signal, the additive noise, and the way both are captured by the microphones. The core feature of such models is to allow the reconstruction of the target signal from the noisy mixture, provided that the parameters are well estimated. The standard example is having sources parameterized by their spectrograms, and reconstructed through soft-masking (Wiener-like) strategies.

Deep neural networks (DNNs) have been increasingly used in this context [1]–[4]. Most approaches train denoising DNNs to estimate the model parameters, e.g., source spectrograms or the time-frequency mask of one or all of the sources. In this case, the training employs paired data consisting of noisy speech and clean speech. Although it has been shown that denoising DNNs could be robust to unseen environments [5], there is still a concern that they are not adaptive enough to unseen noises.

This issue has recently been addressed by several studies on semi-supervised speech enhancement [6]–[10]. The core idea of these studies is to formulate a probabilistic generative model in which both speech spectrogram and noise spectrogram are modeled by latent variable models. The speech spectrogram model is trained as the decoder in the variational autoencoder (VAE) framework [11], while the noise spectrogram is modeled by a nonnegative matrix factorization (NMF) [12] approach. The speech model is trained with clean speech only, thus independent from the actual noise that will be found in the observations at test time. Indeed, the core feature of this strategy is to let the noise parameters be estimated and adapted at test time, so that it is flexible and may achieve good denoising performance even in adversarial conditions not met at training time. In the case of multichannel enhancement [8], [9], the spatial parameters are also estimated at test time.

Most of these methods [6]–[9] tackle such a whole estimation problem under a Gaussian probabilistic setting. Although it is convenient because it leads to straightforward inference methods, it has the drawback of being sensitive to initialization and prone to be trapped in a local minimum [13].

As opposed to their Gaussian counterpart, heavy-tailed probabilistic models allow for outcomes that are far away from the expected values [14], [15]. From an inference perspective, this means that unlikely observations will not have a detrimental impact on the parameters, yielding robust estimation. Among them, non-Gaussian α-stable models are remarkable because they also satisfy the central limit theorem [16], which means that a sum of α-stable random vectors remains α-stable. This is an interesting feature in a context of speech enhancement where additive sources are combined to yield the observed mixture. Notwithstanding their attractive features, the main weakness of these distributions is the absence of a closed-form probability density function (PDF), except for α = 0.5 (the Lévy distribution), α = 1 (the Cauchy distribution), and α = 2 (the Gaussian distribution).

An option is to express an α-stable random variable as conditionally Gaussian [16]. This may always be done in the scalar (single-channel) case and only in some cases for multichannel data. Put it simply, the trick is to write an α-stable random variable as a Gaussian variable with a covariance that is multiplied by a random impulse variable, distributed as a positive $\frac{\alpha}{2}$-stable random variable. This makes it possible to use the classical
Gaussian methodology, provided that some specific method is found to estimate the impulse variables, notably some Markov chain Monte Carlo (MCMC) strategy [17]–[19]. However, the MCMC algorithm is often computationally demanding at test time, and [20] proposes an approximation to construct filters without requiring the estimation of impulse variables. Still, this strategy does not provide any convenient cost function to use for parameter estimation, which is inconvenient in our case.

In line with the present study, combining a VAE and general \( \alpha \)-stable distributions has recently been proposed in [10]. It suffers from expensive MCMC schemes. A simplified approach undertaken in [21] is to focus on the Cauchy \( \alpha = 1 \) case, for which closed-form expressions of the likelihood are available. However, this study is limited to single-channel source separation based on low-rank source models.

In this paper, we go beyond related work in this respect and introduce a semi-supervised multichannel speech enhancement method that uses a VAE-based speech model and a low-rank noise model, that both parameterize Cauchy models for the sources. To the best of our knowledge, this is the first study that uses a computationally-tractable heavy-tailed model for multichannel sources unlike previous studies that use a heavy-tailed model for multichannel mixtures [22], [23]. Additionally, we show how deep latent variable models may be combined with more classical low-rank models in this setting.

II. PROBABILISTIC FORMULATION

This section formulates a probabilistic model for the proposed Cauchy multichannel speech enhancement method.

A. Multivariate Complex Cauchy Distribution

Let \( y \) be a complex random vector of dimension \( K \). Then, \( y \sim \mathcal{C}_\mathcal{C}(\mu, V) \) follows a circularly-symmetric multivariate complex Cauchy distribution iff. its probability density is

\[
p_\mu,V(y) = A_{K,V} \left( 1 + (y - \mu)^H V^{-1} (y - \mu) \right)^{-K - \frac{1}{2}},
\]

where

\[
A_{K,V} = \prod_{k=1}^{K} \left( K - k + \frac{1}{2} \right) \pi^{-K} \det(V)^{-1}
\]

and \( ^H, \mu \) and \( V \) in (1) respectively stand for the Hermitian transposition, the positive definite scatter matrix and the location parameter [24], [25]. Similarly to the Gaussian distribution, a linear combination of Cauchy vectors remains a Cauchy vector. However, the tails of a Gaussian distribution are lighter than those of a Cauchy one (see Fig. 1).

B. Spatial Model

We work in the short time Fourier transform (STFT) domain. Let \( f \in [1, F] \) and \( t \in [1, T] \) be the frequency bin and time frame indexes, respectively. Following the literature, we assume that the observed mixture signal is a linear combination of the sources. Considering speech and noise as the sources, the STFT of a \( K \)-channel noisy speech \( x \in \mathbb{C}^{F \times T \times K} \) is expressed for each time-frequency (TF) bin \( ft \) as

\[
x_{ft} = x^n_{ft} + x^s_{ft},
\]

Fig. 1: Tails of unidimensional Cauchy and Gaussian PDF where the speech \( x^n_{ft} \in \mathbb{C}^K \) and the noise \( x^s_{ft} \in \mathbb{C}^K \) are assumed to follow a Cauchy distribution:

\[
\begin{align*}
\begin{cases}
x^n_{ft} \sim \mathcal{C}_\mathcal{C}(\mu, a^n_{ft}R^n_f), \\
x^s_{ft} \sim \mathcal{C}_\mathcal{C}(0, a^s_{ft}R_s^f),
\end{cases}
\end{align*}
\]

with \( a^n_{ft} \in \mathbb{R}_+ \) and \( a^s_{ft} \in \mathbb{R}_+ \) are the sources’ magnitudes, while \( R^n_f \) and \( R^n_s \) are the \( K \times K \) positive definite spatial scatter matrices of the sources.

C. Source Models

While the scatter matrices \( R^n_f \) and \( R^n_s \) are left unconstrained, specific models are picked for the speech and noise magnitudes.

First, the \( F \)-dimensional vector \( a^n_{ft} \) gathering the speech magnitudes \( a^n_{ft} \) for frame \( t \) is assumed to depend on low-dimensional latent variables written \( z_t \in \mathbb{R}^D \) with \( D < F \). This mapping is given by a function called the decoder and written \( a^n_{ft} = \mu_0(z_t) \), parameterized by \( \theta \).

Second, the noise magnitudes \( a^s_{ft} \) are modeled with a non-negative matrix factorization (NMF) [26] as follows:

\[
a^s_{ft} = \sum_{l=1}^{L} w_{ft} h_{lt} \quad \text{for} \quad \forall f, t,
\]

where \( L \) is the number of basis vectors.

At test time, the key idea becomes to use the observed mixture \( x \) to estimate the most likely latent vectors \( z_t \) and NMF parameters \( w \) and \( h \) as well as the scatter matrices. They are then used in conjunction to \( \hat{a}^n_{ft} = \mu_\theta(z_t) \) to separate the signals with the technique presented in section II-D.

D. Projection-Based Wiener Filter

The Cauchy model above resembles its Gaussian counterpart [27]. Instead of scatter matrices, the Gaussian model has covariance matrices. The mixture covariance matrix is simply a linear combination of the source covariance matrices. In this case, given the model parameters, the multichannel Wiener filter can be used to extract the sources. Unfortunately, this linear combination between scatter matrices is usually not satisfied for the Cauchy model with \( K > 1 \).

We therefore propose to project the observation vectors \( x_{ft} \in \mathbb{C}^K \) to the complex plane \( \mathbb{C} \). Let us consider \( M \) vectors \( u_1, \ldots, u_M \in \mathbb{C}^K \) and let

\[
x_{m,ft} = u_m^H x_{ft} \quad \text{for} \quad \forall m, f, t
\]

be the \( m \)-th projection of the observed signal \( x_{ft} \). As demonstrated in [28], the random variable \( x_{m,ft} \) is Cauchy distributed
and the following posterior mean of the projected speech $\hat{x}_{mft}^s$ is tractable for all $m, f, t$:

$$\hat{x}_{mft}^s \triangleq \mathbb{E} \left[ u_m^T x_{mft}, \Psi \right] = \sqrt{v_{mft}^2} u_{mft},$$

(7)

where

$$v_{mft}^2 = a_f^T u_m^T R_f^s u_m,$$

$$v_{mft} = \left( \sqrt{v_{mft}^2} + \sqrt{\bar{v}_{mft}^2} \right)^2,$$

and $\Psi \triangleq \left\{ a_f^s, a_p^s, R_f^s \right\}$.

We then deduce an estimator $\hat{x}_{ft}^s$ of $x_{ft}^s$ by using $U^\dagger$, which is the pseudo-inverse of $U = [u_1, \ldots, u_M]^T \in \mathbb{C}^{M \times K}$:

$$\hat{x}_{ft}^s = U^\dagger [\hat{x}_{1ft}^s, \ldots, \hat{x}_{mft}^s]^T.$$  (9)

An estimator $\hat{x}_{ft}^s$ of $x_{ft}^s$ can be computed in a similar way. In this paper, in order to simplify the computation of (9), the projector $U$ is chosen to be unitary so that $U^\dagger = U$.

III. PARAMETER ESTIMATION

This section explains how to estimate the parameters of the probabilistic model proposed in Section II.

A. Training Phase

To train the speech decoder model $\mu_\theta (z)$, we adopt the VAE framework [11]. For training, two DNNs are considered:

- An encoder that inputs $a_t^s$ and outputs two $D$-dimensional vectors written $\mu_\phi (a_t^s)$ and $\sigma_\phi (a_t^s)$. Together, they define the distribution of the latent vectors: $q_\phi (z_t | a_t)$, defined as $N(z_t | \mu_\phi (a_t), \text{Diag} (\sigma_\phi (a_t)))$.

- A decoder that outputs two $D$-dimensional vectors written $\mu_\theta (z_t)$ and $\gamma_\theta (z_t)$, that together describe the distribution of the speech magnitudes $a_t^s$ given $z$, written $p_\theta (a_t^s | z_t)$.

We detail what distribution later.

In any case, the model parameters $\theta$ and $\phi$ are jointly optimized by minimizing the negative log-likelihood (NLL):

$$-\ln p_\theta (a_t^s) = -\ln \int_{z_t} q_\phi (z_t | a_t^s) p_\theta (a_t^s | z_t) dz_t$$

$$\leq -\mathbb{E}_{q_\phi (z_t | a_t^s)} \left[ \ln p_\theta (a_t^s | z_t) q_\phi (z_t | a_t^s) \right]$$

$$= -\mathbb{E}_{q_\phi (z_t | a_t^s)} [\ln p_\theta (a_t^s | z_t)] + \text{KL} [q_\phi (z_t | a_t^s) || p_\theta (z_t)]$$

$$\overset{\text{def}}{=} L_{\text{mag}} + L_{\text{reg}},$$

(10)

where $KL[q || p]$ is the Kullback-Leibler (KL) divergence from $p$ to $q$ [29]. The reparameterization trick [11] is used to obtain $z_t$ given the encoder outputs $\mu_\phi (a_t^s)$ and $\sigma_\phi (a_t^s)$.

For training, the observed magnitudes from a clean speech dataset, $a_t^s$, are assumed to follow a real Cauchy distribution $C_R$ with location $[\mu_0 (z_t)]_f \in \mathbb{R}_+$ and scale $[\gamma_0 (z_t)]_f \in \mathbb{R}_+$:

$$p_\theta (a_t^s | z_t) = C_R (a_t^s || [\mu_0 (z_t)]_f, [\gamma_0 (z_t)]_f).$$  (11)

This complies with the $\alpha$–spectrogram assumption for $\alpha = 1$ [30]. Thus, the magnitude reconstruction loss $L_{\text{mag}}$, serving as a cost function for training the parameters $\theta$, may be picked as the negative log-likelihood (NLL):

$$L_{\text{mag}} \leq \frac{1}{T} \sum_{f, t=1}^{F, T} \left( \mathbb{E} [\gamma_\theta (z_t)] + \text{ln} \left( 1 + \frac{(a_t^s - [\mu_\theta (z_t)])^2_{f,t}}{\gamma_{f,t}^2} \right) \right).$$

(12)

Then, assuming a simple prior $p_\theta (z_t) \sim N(z_t | 0, I)$, the regularization term $L_{\text{reg}}$ [11] is computed as

$$L_{\text{reg}} \overset{\text{def}}{=} \frac{1}{2T} \sum_{d, t=1}^{D, T} \left( \| \mu_\phi^2 (a_t^s) \|_d^2 + \| \sigma_\phi^2 (a_t^s) \|_d^2 - \text{ln} [\sigma_\phi^2 (a_t^s)]_d - 1 \right).$$  (13)

B. Test Phase

As advocated above, the projected mixtures $x_{mft}$ are considered as isotropic complex random variables. They are thus parameterized through a scale parameter $\sqrt{v_{mft}}$ and the negative log-likelihood is given by

$$D (v) \overset{\text{def}}{=} \sum_{m, f, t=1}^{M, F, T} \frac{3}{2} \text{ln} (v_{mft} + |x_{mft}|^2) - \frac{1}{2} \text{ln} (v_{mft}),$$

(14)

where $\overset{\text{def}}{=} \overset{\text{def}}{=} \overset{\text{def}}{=} \overset{\text{def}}{=} \overset{\text{def}}{=}$. Here, $q_\phi (z_t | x_t)$, i.e., by applying the encoder to the average of the mixture magnitude spectrogram over channels. This in turn provides an initial estimate $\mu_\phi (z_t)$ for the speech magnitude $a_t^s$.

Then, the latent variables $z_t$ are updated by backpropagation with a gradient descent method to minimize the cost function (14). In this case, all parameters other than $z_t$, including the decoder parameters, are kept fixed.

For estimating the noise parameters, we adopt a majorization–equalization (ME) strategy [26] as in [21]. Due to space constraints, we only provide here the multiplicative updates used for the parameters $w$ and $h$ as follows:

$$w_{ft} \overset{\text{def}}{=} \frac{1}{3} w_{ft} \sum_m h_{ft} \psi_{mft}^n,$$

$$h_{ft} \overset{\text{def}}{=} \frac{1}{3} h_{ft} \sum_m w_{ft} \psi_{mft}^n.$$

(15)

(16)
132 randomly selected 5-channel noisy utterances (\( K = 5 \)) are provided by the authors [9]. The Gaussian VAE-MNMF system is provided by the BSS-Eval toolbox [32], the Perceptual Evaluation of Speech Quality (PESQ) score [33], and the Short-Time Objective Intelligibility (STOI) score [34]. The SDR is computed on the enhanced 5-channel speech, while the PESQ and the STOI are computed on one of the channels.

### A. Experimental Conditions

We consider the simulated training, development, and test sets of the CHiME-4 corpus [5]. All data are sampled at 16 kHz. We use 7138 single-channel clean speech signals of the training set for training the DNNs of the Cauchy VAE-MNMF and the speech basis vectors of the Cauchy MNMF. Moreover, we use 1640 single-channel clean speech signals from the development set as the validation set for the DNN training. The evaluation is then done on 10\% of the full test set, i.e., 132 randomly selected 5-channel noisy utterances (\( K = 5 \)).

The STFT coefficients are extracted using a Hann window with a length of 1024 samples and an overlap of 75\% (\( F = 513 \)). The encoder and the decoder of the speech VAE for the Cauchy VAE-MNMF is depicted in Fig. 2. These DNNs are trained by backpropagation with the Adam update rule whose learning rate is fixed to \( 10^{-3} \) [35]. The update is done for every minibatch of 8192 frames from 32 randomly selected utterances. The gradient is normalized with threshold fixed to 1 [36]. The weight normalization [37] is also employed. The training is started with a warm-up technique [38] for 100 epochs and stopped after 50 consecutive epochs that failed to obtain a better validation score. The latest model yielding the lowest error is kept. These DNNs are comparable in size to the ones used in the Gaussian VAE-MNMF.

For both VAE-MNMF methods, the latent variable dimension of the speech model is fixed to \( D = 32 \) and the number of bases of the noise model is fixed to \( L = 32 \). Similarly, for the Cauchy MNMF, the number of bases of both source models is fixed to \( L = 32 \). For the Cauchy MNMF and the Cauchy VAE-MNMF, the dimension of the projector \( U \) is fixed to \( M = 8 \). The NMF parameters are initialized randomly and the coefficients \( r_{mf} \) are initialized as 1. We consider 64 optimization iterations for the Cauchy MNMF and 50 for both VAE-MNMF methods.

### B. Experimental Results

Fig. 3 shows that the Cauchy VAE-MNMF globally outperforms the Cauchy MNMF and the Gaussian VAE-MNMF. It provides an SDR improvement of 4.2 dB w.r.t. the Gaussian VAE-MNMF. We also observe that the standard deviation of the metrics is generally smaller for the Cauchy VAE-MNMF, suggesting that it has stronger robustness to noise.

As an illustration, we also displayed in Fig. 4 the log-magnitude spectrograms of estimated speech obtained with the Cauchy and the Gaussian VAE-MNMFs. We see that the one seems less robust against non-stationary noise.

### V. Conclusion

We proposed a speech enhancement system combining a nonnegative matrix factorization (NMF) model for the noise and a variational autoencoder (VAE) for speech, that is trained and used under heavy-tailed probabilistic models. We derived the whole training and inference strategy and gave the details of the corresponding algorithms.
In an evaluation on 5-channel mixtures from the ChiMe-4 corpus, we found out that our proposed system achieves a significantly better performance than its Gaussian counterpart, yielding a 4 dB SDR improvement.
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