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Abstract—The optimal storage-computation tradeoff is characterized for a MapReduce-like distributed computing system with straggling nodes, where only a part of the nodes can be utilized to compute the desired output functions. The result holds for arbitrary output functions and thus generalizes previous results that restricted to linear functions. Specifically, in this work, we propose a new information-theoretical converse and a new matching coded computing scheme, that we call coded computing for straggling systems (CCS).

I. INTRODUCTION

Distributed computing has emerged as one of the most important paradigms to speed up large-scale data analysis tasks such as machine learning. A well-known computing framework, MapReduce, can deal with tasks with large data size. In such systems, the tasks are typically decomposed into computing map and reduce functions, where the map functions can be computed by different nodes across the network, and the final outputs are computed by combining the outputs of the map functions by means of reduce functions. Such architectures can be used, for example, to perform learning tasks in neural networks [1].

Recently, Li et al. proposed a scheme named coded distributed computing (CDC), which through clever coding reduces the communication load for data shuffling between the map and reduce phases [2]. The CDC scheme achieves the optimal storage-communication tradeoff, i.e., the smallest communication load under a total memory constraint. More recently, this result was extended in [3], [4] to account also for the computation load during the map phase.

In this paper, we consider a variant of this problem where each node takes a random time to compute its desired map functions. In this case, waiting that all nodes have finished their computation can be too time consuming. Instead, the data shuffling and reduce computations are started as soon as any set of Q nodes, for Q a constant in \{1, \ldots, K\}, and K the number of total nodes, has terminated the map computations. One of the difficulties in such systems is that when assigning the map computations to the nodes, it is yet unclear which set of Q nodes will perform the data shuffling and compute the reduce functions. In this sense, the assignment of map computations needs to be convenient irrespective of the set of Q nodes that computes the reduce functions.

This setup with straggling nodes, hereafter referred to as the straggling system, has been introduced in [5]. That work used maximum separable codes (MDS) to set up coded computing. Similar codes were also used in [6], [7], and it was shown that they achieve the order optimal storage-communication tradeoff in such straggling systems when the global task is to compute linear functions.

Many important tasks in practice, such as computations in neural networks, are however non-linear. This motivates us to investigate the MapReduce framework with straggling nodes for general map and reduce functions. In this work, we completely characterize the optimal storage-communication tradeoff for systems with straggling nodes. This optimal tradeoff is achieved by our new scheme that we name coded computing for straggling systems (CCS). We also present an information-theoretical converse matching our new CCS scheme.

Related to the present work are also distributed computing schemes with straggling nodes for master-worker network models, where the worker nodes perform the map computations and the master node the reduce computations. Specifically, [8]–[10] proposed coding schemes for systems with linear map and reduce functions and [11] proposed coding schemes for calculating the derivative of likelihood functions.

Notations: For positive integers \(n, k\) where \(k \leq n\), we will use the notations \(C^n_k \triangleq \binom{n}{k},\) \([n] \triangleq \{1, 2, \ldots, n\}\), and \([k : n] \triangleq \{k, k + 1, \ldots, n\}\). We use sans-serif font, e.g., \(K\), to denote system parameters. The binary field is denoted by \(\mathbb{F}_2\) and the \(n\) dimensional vector space over \(\mathbb{F}_2\) is denoted by \(\mathbb{F}^n_2\). The operator \(|\cdot|\) is used in the following way: for a set \(A\), we use \(|A|\) to denote its cardinality, while for a signal \(X\), we use \(|X|\) to denote its length measured in bits. The notation \(\Pr\{\cdot\}\) is used to denote probability of an event.

II. SYSTEM MODEL

In this section, we define our model, referred to as the \((K, Q)\) straggling system. This model is parameterized by positive integers \(K, Q, N, D, U, V, W\) and consider a system that aims to compute \(D\) output functions through \(K\) distributed computing nodes, denoted by \(\mathcal{K} \triangleq [K]\). Each output function \(\phi_d (d \in [D])\) takes all files in the library \(\mathcal{W} = \{w_n : n \in [N]\}\)
as inputs, where \( w_n \) is a file of size \( W \) bits, and outputs a bit stream of length \( U \), i.e.,
\[
u_d(\omega_1, \ldots, \omega_N) = h_d(f_d(\omega_1, \ldots, \omega_N)),
\]
where \( f_d : F_2^{NW} \to F_2^U \). Assume that the computation of each output function \( f_d \) can be decomposed as:
\[
\phi_d(\omega_1, \ldots, \omega_N) = h_d(f_d(\omega_1, \ldots, f_d(w_N))
\]
where

- The map function \( f_{d,n} : F_2^W \to F_2^V \) maps the file \( w_n \) into a binary stream of length \( V \), called intermediate values (IVA), i.e.,
\[
v_{d,n} = f_{d,n}(w_n) \in F_2^V \quad \forall \ n \in [N].
\]

- The reduce function \( h_d : F_2^N \to F_2^1 \) maps the IVAs \( \{v_{d,n} \}_{n=1}^N \) into the output stream
\[
u_d = h_d(v_d, \ldots, v_{d,N}).
\]

Hence, the computation is carried out through three phases.

1) **Map Phase:** Each node \( k \in K \) stores a subset of files \( M_k \subseteq W \), and tries to compute all the IVAs from the files in \( M_k \), denoted by \( C_k \):
\[
C_k = \{ d \in [D], w_n \in M_k \}.
\]

Each node has a random time to compute its corresponding IVAs. To limit latency of the system, the distributed computing scheme proceeds with the shuffle and reduce phases as soon as a fixed number of \( Q \) nodes has terminated the map computations. This subset of nodes will be called *active set*.

Notice that \( Q \) is a fixed system parameter. Moreover, for simplicity we assume that each subset \( \mathcal{Q} \subseteq K \) of size \( |\mathcal{Q}| = Q \) is active with same probability. Define
\[
\mathcal{Q}_t = \{ T \subseteq K : |T| = t \}, \quad \forall \ t \in [K],
\]
and let \( Q \) denote the active set. Then,
\[
\Pr\{Q = \mathcal{Q}_t\} = \frac{1}{C_k^t}, \quad \forall \ \mathcal{Q} \in \mathcal{Q}_t.
\]
We also assume that all the files can be recovered\(^1\) from any active set of size \( Q \). Hence, for any file \( w_n \in W \), the number of nodes storing this file must satisfy \( t_n \geq K - Q + 1 \), \( \forall \ n \in [N] \), and hence \( r \geq K - Q + 1 \).

The output functions \( \phi_1, \ldots, \phi_D \) are then uniformly and independently assigned to the nodes in \( Q \). Denote the indices of the output functions assigned to a given node \( k \) in \( Q \) by \( D_{Q,k} \).\(^2\) Thus, \( D_{Q,k} = \{D_{Q,k} \}_{k=1}^Q \) forms a partition of \([D]\), and each \( D_{Q,k} \) is of cardinality \( \frac{|D|}{Q} \). Denote the set of all uniform partitions of \([D]\) by \( \mathcal{P} \).

2) **Shuffle Phase:** The nodes in \( Q \) proceed to exchange their computed IVAs. Each node \( k \) multicasts a signal
\[
X_k^Q = \varphi_d^Q(C_k, D_{Q,k})
\]
\(^1\)In this paper, we exclude the “outing” event in which some active set cannot compute the given function due to missing files.
\(^2\)Here we assume for simplicity that \( Q \) divides \( D \). Note that otherwise we can always add empty functions for the assumption to hold.

3) **Reduce Phase:** With the received signals \( X_k^Q \) exchanged during the shuffle phase and the IVAs \( C_k \) computed locally during the map phase, node \( k \) restores all the IVAs
\[
\{(v_{d,1}, \ldots, v_{d,N})\}_{d \in D_{Q,k}} = \psi_{Q}^k \left(X_Q, C_k, D_{Q,k}\right),
\]
where \( \psi_{Q}^k : F_2^{N} \to F_2^{N} \). Hence, it proceeds to compute
\[
u_d = h_d(v_{d,1}, \ldots, v_{d,N}), \quad \forall \ d \in D_{Q,k}.
\]

**Remark 1:** Notice that a decomposition into map and reduce functions is always possible. In fact, trivially, one can set the map and reduce functions to be the identity and output functions respectively, i.e., \( f_{d,n}(w_n) = w_n \), and \( h_d = \phi_d \), \( \forall \ n \in [N], \ d \in [D] \), in which case \( V = W \). However, to mitigate the communication cost in shuffle phase, one would prefer a decomposition such that the length of the IVAs is small but suffices to compute the final outputs.

To measure the storage and computation costs, we introduce the following definitions:

**Definition 1 (Storage Space):** Storage space \( \tau \) is defined as the total number of files stored across the \( K \) nodes normalized by the total number of files \( N \), i.e.,
\[
\tau \triangleq \frac{\sum_{k=1}^{K} |M_k|}{N}.
\]

**Definition 2 (Communication Load):** Communication load \( \mathcal{T} \) is defined as the average total number of bits sent in the shuffle phase, normalized by the total number of bits of all intermediate values, i.e.,
\[
\mathcal{T} = \mathcal{E} \left[ \sum_{k \in Q} |X_k^Q| / NDV \right],
\]
where the expectation is taken with respect to the active set \( Q \).

**Definition 3 (Optimal SC Tradeoff):** A pair of real numbers \((r, L)\) is achievable if for any \( \epsilon > 0 \), there exist positive integers \( N, D, U, V, W \), a storage design \( \{M_{k}\}_{k=1}^{K} \) of storage space less than \( r + \epsilon \), a set of uniform assignments of output functions \( \{D_{Q,k}\}_{Q \in \mathcal{Q}^*} \) and a collection of encoding functions \( \{\varphi_{Q}^k\}_{Q \in \mathcal{Q}^*} \) with communication load less than \( L + \epsilon \), such that all the output functions \( \phi_1, \ldots, \phi_D \) can be computed successfully. For a fixed \( Q \in [K] \), we define the optimal storage-communication (SC) tradeoff as
\[
L^*_Q(r) \triangleq \inf \{L : (r, L) \text{ is achievable} \}.
\]

The goal of this paper is to characterize \( L^*_Q(r) \) for \( r \in [K - Q + 1, K] \) for each \( Q \in [K] \).
III. MAIN RESULT

We summarize our main result in the following theorem.

**Theorem 1:** For a \((K, Q)\) straggling system, with a given integer storage space \(r \in [K - Q + 1 : K]\), the optimal storage-communication tradeoff is

\[
L^*_K(r) = \left(1 - \frac{r}{K}\right) \sum_{l=r+Q-K}^{Q-1} \frac{C_l^Q \cdot C_{K-r-1}^{Q-l}}{C_{K-1}^{Q-1}}.
\]

In general, for \(r \in [K - Q + 1 : K]\), \(L^*_K(r)\) is given by the lower convex envelope formed by the above points.

Theorem 1 characterizes the storage-communication tradeoff for all positive integers \(Q \leq K\). Fig. 1 shows the curves \(\{L^*_K,Q(r) : Q \in [K]\}\) for \(K = 10\). Notice that, when \(Q = 1\), the curve reduces to a single point \((K, 0)\), while when \(Q = K\), the curve corresponds to the optimal tradeoff without straggling node obtained in [2]. In fact, in the case \(Q = K\), our proposed scheme becomes the CDC scheme in [2].

![Fig. 1. Optimal Storage-Communication Tradeoff \(L^*_K,Q(r)\) for \(Q \in [K]\) when \(K = 10\).](image)

It is worth pointing out that the CCS scheme achieves the tradeoff without any assumption on the structure of map and reduce functions. Therefore, the files have to be stored in an uncoded fashion. Our converse relies on this assumption. If map and the reduce functions have certain properties, for example, linearity, a better SC tradeoff can be obtained with coded storage [6], [7]. A more detailed comparison of CCS scheme with linear map and reduce functions can be found in the long version of this paper [12].

We will see that, the storage design \(\{M_k\}_{k=1}^K\) does not depend on the parameter \(Q\) but only on the available storage space \(r\) (See (3)). The proposed storage design is thus universally optimal irrespective of the size of the active set. In practice, the map phase can thus be carried out even without knowing how many nodes will be participating in the reduce phase. It turns out that, the CCS scheme can be generalized to a more general class of coded computing schemes with this property by means of a combination concept called placement delivery array [13], see [12] for details.

IV. ACHIEVABILITY

In this section, we first present our proposed scheme, and then analyze its performance to prove the achievability part of

Theorem 1.

A. Coded Computing for Straggling Systems (CCS)

Let \(r\) be an integer value in \([K - Q + 1 : K]\). Consider \(N\) a multiple of \(C^*_K\). Partition the files into \(C^*_K\) batches, each containing \(\eta_r \triangleq \frac{N}{C^*_K}\) files. Each batch is then associated with a subset \(T\) of \(K\) of cardinality \(r\). Let \(W_T\) denote the batch of \(\eta_r\) files associated with set \(T\). Then,

\[
W = \{w_1, \ldots, w_N\} = \bigcup_{T \subseteq \Sigma_r} W_T.
\]

We now describe the map, shuffle, and reduce procedures of the CCS scheme.

1) **Map Phase:** Each node \(k\) stores batches \(W_T\) such that \(k \in T\), i.e.,

\[
M_k = \bigcup_{T : T \subseteq \Sigma_r, k \in T} W_T,
\]

and tries to compute all IVAs in (1).

2) **Shuffle Phase:** Assume the random active set \(Q\) be \(Q\). Pick any uniform assignment of output functions \(D_Q = \{D_{Q,k}\}_{k \in Q}\). For any subset \(T \subseteq K\) of size \(r\) and any \(k \in K\), let

\[
V_{T,k} = \{v_{d,n} : d \in D_k, n \in W_T\}.
\]

The shuffle phase is accomplished in \(\min(K - Q + 1, K - r)\) rounds, where each round is indexed by an integer \(l \in [r + Q - K : \min\{r, Q - 1\}]\). Consider round \(l\), where we define all subsets of \(K\) of size \(r\) with exactly \(l\) active nodes:

\[
\Sigma^I_{Q,r} = \{T \subseteq K : |T| = r, |T \cap Q| = l\}.
\]

For any \(j \in Q\) and any \(T \in \Sigma^I_{Q,r}\), with \(j \notin T\), evenly split the IVAs \(V_{T,j}\) into \(l\) disjoint packets that we label as \(V_{T,j,i} : i \in T \cap Q\). So,

\[
V_{T,j} = \{V_{T,j,i} : i \in T \cap Q\}.
\]

Each node \(k \in Q\) then multicasts the bit-wise XOR

\[
X^k_T = \bigoplus_{j \in T \cap Q} V^k_{(T \setminus \{j\}) \cup \{i\}, j}, \forall T \in \Sigma^I_{Q,r} \text{ s.t. } k \notin T.
\]

Node \(k\) can compute all these signals because it can compute all IVAs \(\{V_{T',j} : T' \in \Sigma^I_{Q,r} \text{ and } k \in T'\}\), see (3).

3) **Reduce Phase:** Any given node \(k \in Q\) can recover all IVAs

\[
\{V_{T,k} : T \in \Sigma_r, k \in T\}
\]

locally, see again (3). To obtain the missing IVAs

\[
\{V_{T,k} : T \in \Sigma_r, k \notin T\},
\]

it again proceeds in rounds \(l = r + Q - K, \ldots, \min\{r, Q - 1\}\). In round \(l\), it forms for each \(T \in \Sigma^I_{Q,r}\) s.t. \(k \notin T\) and \(j \in T \cap Q\) the IVA packet

\[
V_{T,k} = \bigoplus_{i \in (T \setminus \{j\}) \cap Q} V^j_{\Sigma_{\{i\}} \cup \{k\}, i} \oplus X^j_{(T \setminus \{j\}) \cup \{k\}}.
\]

Notice that,
1) Node $k$ can form the signal (7) since it obtained the signal $X_r(j)$ from node $j$, and it can compute the IVAs $\{V_i^{(T\setminus\{j\})} \cup \{k\} : i \in (T \setminus \{j\}) \cap Q\}$ locally.
2) Node $k$ can decode all the IVAs in (6), since for any $T \in \mathcal{T}_r$, such that $k \notin T$, $r + Q - K \leq |T \cap Q| \leq \min\{r, r - 1\}$, and thus, $T$ must be an element of $\mathcal{T}_{r,K,r}$, for some $l \in [r + Q - K : \min\{r, r - 1\}]$.
Finally, it computes the output functions through (2).

B. Performance Analysis

By (3), each node $k$ stores $C_{K-1}^{r-1}$ batches, each of which containing $\eta_r$ files. Thus, the storage space is
\[
\tau = \sum_{k=1}^{K} \frac{|M_k|}{N} = \frac{K \cdot (K-1)^{r-1} \cdot \eta_r}{N} = r.
\]
For each $l \in [r + Q - K : \min\{r, r - 1\}]$, by (4) and (5), there are in total $(Q - l) \cdot C_Q^r$ of $C_{K-1}^{r-1}$ signals sent in the round $l$, each of size $\frac{\eta_r \cdot Q}{N} \cdot V$ bits. Notice that, the communication load does not depend on the realization of the active set $Q$ but only on its size $Q$. Hence, the average communication load is
\[
\overline{L} = \sum_{l=r+Q-K}^{\min\{r, r-1\}} \frac{(Q - l) \cdot C_Q^r \cdot C_{K-1}^{r-1} \cdot \eta_r}{NDV} \cdot \frac{D}{Q} \cdot \frac{V}{Q} = \left(1 - \frac{r}{K}\right) \cdot \sum_{l=r+Q-K}^{\min\{r, r-1\}} \frac{1}{l} \cdot \frac{C_Q^r \cdot C_{K-1}^{r-1}}{Q}.
\]
We have proved the achievability when $r \in [K - Q + 1 : K]$. For general $r \in [K - Q + 1, K]$, the lower convex envelope can be achieved with memory- and time- sharing.

V. CONVERSE

Let $\{M_k\}_{k=1}^{K}$ be a storage design and $(r, L)$ be a storage-communication pair achieved based on $\{M_k\}_{k=1}^{K}$. For each $s \in [K - Q + 1 : K]$, define
\[
a_{M,s} \triangleq \sum_{I \subseteq K} \left| \left( \bigcap_{k \in I} M_k \right) \setminus \left( \bigcup_{k \in K \setminus I} M_k \right) \right|,
\]
i.e., $a_{M,s}$ is the number of files stored $s$ times across all the nodes. Then by definition, $a_{M,s}$ satisfies
\[
a_{M,s} \geq 0, \tag{8}
\]
\[
a_{M,s} = N, \tag{9}
\]
\[
a_{M,s} \geq \sum_{s=K-Q+1}^{K} s a_{M,s} = \tau N. \tag{10}
\]
For any $Q \in \mathcal{T}_Q$ and any $l \in [Q]$, define
\[
b_{M,l}^{Q} \triangleq \sum_{I \subseteq Q : |I| = l} \left| \left( \bigcap_{k \in I} M_k \right) \setminus \left( \bigcup_{k \in Q \setminus I} M_k \right) \right|,
\]
i.e., $b_{M,l}^{Q}$ is the number of files stored exactly $l$ times in the nodes of $Q$. Since any file that is stored $s$ times across the all nodes, has $l$ occurrences in exactly $C_s^l \cdot C_{K-s}^{Q-l}$ subsets of $\mathcal{T}_Q$, we have
\[
b_{M,l}^{Q} = \sum_{s=\max\{l, K-Q+1\}}^{K-Q+l} \frac{a_{M,s} \cdot C_s^l \cdot C_{K-s}^{Q-l}}{N}. \tag{11}
\]
Consider the case that the active set is $Q$, all the output functions are computed through the nodes in $Q$. For the sub-system with computing nodes in $Q$, under the storage $\{M_k\}_{k \in Q}$, the optimal communication load $L_{M,Q}$ has the following lower bound by [2, Lemma 1]:
\[
L_{M,Q} \geq \sum_{l=1}^{Q} \frac{b_{M,l}^{Q}}{N} \cdot \frac{Q - l}{Q^l}.
\]
Then the communication load
\[
\overline{L} = \mathbb{E}\left[ \frac{\sum_{k \in Q} |X_k^Q|}{NDV} \right] = \sum_{Q \in \mathcal{T}_Q} \mathbb{E}\left[ \frac{\sum_{k \in Q} |X_k^Q|}{NDV} \right] \cdot \Pr(Q = Q) \cdot \mathbb{E}\left[ \frac{|Q|}{Q^l} \right]
\]
\[
= \frac{1}{C_K^Q} \sum_{Q \in \mathcal{T}_Q} \sum_{l=1}^{Q} \frac{b_{M,l}^{Q}}{N} \cdot \frac{Q - l}{Q^l} \geq \frac{1}{C_K^Q} \sum_{Q \in \mathcal{T}_Q} \sum_{l=1}^{Q} \frac{b_{M,l}^{Q}}{N} \cdot \frac{Q - l}{Q^l} = \sum_{s=K-Q+1}^{K-Q+l} \frac{a_{M,s}}{N} \cdot \frac{C_s^l \cdot C_{K-s}^{Q-l}}{C_K^{Q}} \cdot \frac{Q - l}{Q^l} \tag{12}
\]
where $(a)$ follows from (11).
Let $Z_K^Q(x)$ be the function defined on the interval $[K - Q + 1, K]$ by connecting the points $(s, Z_K^Q(x))$ sequentially, where
\[
Z_K^Q(x) \triangleq \sum_{l=Q-Q+1}^{\min\{s, Q\}} \frac{Q - l}{Q^l} \cdot C_s^l \cdot C_{K-s}^{Q-l} \tag{13}
\]
is defined for any $s \in [K - Q + 1 : K]$. In the Appendix, we will prove the following claim.

Claim 1: The function $Z_K^Q(x)$ is a convex decreasing function over $[K - Q + 1, K]$.
By (8) and (9), $\frac{a_{M,s}}{N}$ are coefficients between 0 and 1 whose summation is 1. Hence by (12) and Claim 1, we have
\[
\overline{L} \geq \frac{1}{C_K^Q} \cdot \sum_{s=K-Q+1}^{K} \frac{a_{M,s}}{N} \cdot Z_K^Q(s) \geq \frac{1}{C_K^Q} \cdot Z_K^Q \left( \sum_{s=K-Q+1}^{K} \frac{a_{M,s}}{N} \right) = \frac{Z_K^Q(\tau)}{C_K^Q}.
\]
where \((a)\) follows from (10). Combining the facts \(L + \epsilon \geq L, r + \epsilon \geq \tau\) for any \(\epsilon > 0\) and \(Z^Q_L(x)\) is continuous over the interval \([K - Q + 1, K]\), we obtain

\[
L \geq \frac{Z^Q_L(r)}{C^Q_K}, \quad \forall r \in [K - Q + 1, K].
\]

In particular, when \(r \in [K - Q + 1 : K]\), we have

\[
L \geq \left(1 - \frac{r}{K}\right) \min_{s=Q-K}^{s=K-Q+1} \left(\frac{1}{l} \sum_{l=Q-K}^{l=Q} C^l_s C^Q_{K-s-1} \right)\cdot C^Q_{Q-K-1}.
\]
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**APPENDIX**

**PROOF OF CLAIM 1**

We prove Claim 1 by verifying that, the sequence \(\{Z^Q_L(s)\}^K_{s=K-Q+1}\) is a discrete monotonically decreasing convex sequence, i.e.,

\[
Z^Q_L(s + 1) - Z^Q_L(s) < 0, \quad \text{(14)}
\]

\[
Z^Q_L(s + 1) - Z^Q_L(s) > Z^Q_L(s) - Z^Q_L(s - 1). \quad \text{(15)}
\]

Notice that by (13),

\[
Z^Q_L(s) = \frac{\sum l=Q-K^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1})}{l=l+Q-K} - \frac{\sum l=Q-K^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1})}{l=l+Q-K}
\]

\[\text{(a)}\]

\[
= \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1}) - \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1})
\]

\[\text{(b)}\]

\[
= \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1}) - \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1})
\]

where in \((a)\), we used the equality \(\sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1}) = C^Q_K\). Thus the constant \(C^Q_K\) shows up in both \(Z^Q_L(s + 1)\) and \(Z^Q_L(s)\) for all \(s \in [K - Q + 1 : K - 1]\), then

\[
Z^Q_L(s + 1) - Z^Q_L(s) = \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1}) - \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1})
\]

\[\text{(a)}\]

\[
= \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1}) - \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1})
\]

\[\text{(b)}\]

\[
= \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1}) - \sum_{l=Q-K}^{l=Q}(Q-K-1, C^l_s C^Q_{K-s-1})
\]

where in \((a)\), we applied the equality \(C^Q_{n+1} = C^Q_n + C^m\) and in \((b)\), we used the variable change \(l = l - 1\) in the first summation.

Moreover, following similar steps as above, by (16), for \(s \in [K - Q + 2 : K - 1]\), we can prove

\[
\left(\frac{Z^Q_L(s + 1) - Z^Q_L(s)}{l=Q+1} - \frac{Z^Q_L(s) - Z^Q_L(s - 1)}{l=Q+1}\right) = \sum_{l=Q+s=1-K}^{l=Q+s=1-K} \frac{C^l_s C^Q_{Q-K-1}}{l(l+1)} - \sum_{l=Q+s=1-K}^{l=Q+s=1-K} \frac{C^l_s C^Q_{Q-K-1}}{l(l+1)} > 0.
\]

We have proved (14) and (15). As a result, the piecewise linear function \(Z^Q_L(x)\) connecting points \(\{(s, Z^Q_L(s))\}_{s=K-Q+1}^K\) sequentially is a convex function.
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