
Self-Secured PUF: Protecting the Loop PUF by
Masking?

Lars Tebelmann1[0000−0003−2014−7184], Jean-Luc Danger2[0000−0001−5063−7964],
and Michael Pehl1[0000−0001−6100−7714]

1 Technical University Munich, Munich, Germany
TUM Department of Electrical and Computer Engineering

Chair of Security in Information Technology
{lars.tebelmann,m.pehl}@tum.de
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Abstract. Physical Unclonable Functions (PUFs) provide means to gen-
erate chip individual keys, especially for low-cost applications such as the
Internet of Things (IoT). They are intrinsically robust against reverse
engineering, and more cost-effective than non-volatile memory (NVM).
For several PUF primitives, countermeasures have been proposed to mit-
igate side-channel weaknesses. However, most mitigation techniques re-
quire substantial design effort and/or complexity overhead, which can-
not be tolerated in low-cost IoT scenarios. In this paper, we first ana-
lyze side-channel vulnerabilities of the Loop PUF, an area efficient PUF
implementation with a configurable delay path based on a single ring
oscillator (RO). We provide side-channel analysis (SCA) results from
power and electromagnetic measurements. We confirm that oscillation
frequencies are easily observable and distinguishable, breaking the se-
curity of unprotected Loop PUF implementations. Second, we present
a low-cost countermeasure based on temporal masking to thwart SCA
that requires only one bit of randomness per PUF response bit. The ran-
domness is extracted from the PUF itself creating a self-secured PUF.
The concept is highly effective regarding security, low complexity, and
low design constraints making it ideal for applications like IoT. Finally,
we discuss trade-offs of side-channel resistance, reliability, and latency as
well as the transfer of the countermeasure to other RO-based PUFs.

Keywords: Physically Unclonable Function · Side-Channel Analysis ·
RO PUF · Loop PUF · Masking · Countermeasure · IoT.

1 Introduction

In an increasingly interconnected world, hardware trust anchors play an impor-
tant role to avoid that vulnerabilities in single nodes break security of entire
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systems. Especially low-cost devices used in the Internet of Things (IoT) are
physically accessible and may serve as an entry point for attacks. While such
devices require decent security mechanisms, their low-cost nature limits the ac-
ceptable cost overhead. One major issue is secure key storage to provide the
credentials for e.g., secure firmware updates or authenticated communication.
However, secured non-volatile memory (NVM) is frequently not affordable. Also,
NVM protection mechanisms, needed to store the key securely, require perma-
nent power, draining the limited energy resources of the IoT device.

Physical Unclonable Functions (PUFs) provide a solution by deriving a secret
from manufacturing variation that are unique, unpredictable, and individual
for every chip. A PUF measures a property related to the variations, such as
the delay, and derives secret bits from the measurement when the device is
powered on. Due to noise, the secret bits are not perfectly stable and are typically
processed by an error correction algorithm to derive a stable key. As soon as the
chip is powered off, the secret vanishes from volatile memory and can no longer
be attacked. The conjunction with the fact that PUFs are readily built from
standard cells, makes them an ideal low-cost solution for the IoT.

In this work, we focus on PUFs based on ring oscillators (ROs) that measure
the delay at a certain position of the chip through the oscillation frequency of
an RO [18]. Specifically, we consider the Loop PUF [3, 4], a configurable RO
PUF based on a single configurable RO. In general, other configurable PUFs
are primarily used in challenge-response protocols, and are therefore subject
to machine learning attacks [15, 1, 6]. In contrast, the Loop PUF is used for
key generation and the configuration by challenges is only used to maximize
the entropy extracted from a certain chip area. As an attacker does not have
access to the responses of the key generation and the challenges are generated
online from a Hadamard matrix [14], i.e., linearly independent, machine learning
attacks are out of the scope for the Loop PUF.

Since machine learning attacks and key retrieval during power off are out of
scope for the Loop PUF, physical attacks during runtime have to be considered.
Regarding the IoT scenario the most relevant case are non-invasive attacks with
affordable equipment, i.e., capable of performing power and global EM measure-
ments. We consider in this work side-channel analysis (SCA) attacks on the PUF
primitive itself. Other attack vectors for SCA are at the postprocessing stage of
the PUF to get a reliable key [12, 21] but they are not addressed in this study.

Related Work Several SCA attacks on PUF primitives have been proposed in
literature, most of them being semi-invasive attacks. For some attacks, dedicated
countermeasures have been suggested. However, existing countermeasures come
with a high design overhead or require a large amount of random numbers.

For SRAM PUFs a cloning attack was proposed that measures near infrared
photonic emissions of the SRAM cells to characterize the PUF and subsequently
clone it using a focused ion beam [7]. Furthermore, an attack is proposed that
exploits the remanesence decay effect of SRAM cells if an attacker is able to over-
write the SRAM used for the PUF [13, 22]. The Arbiter PUF is characterized by
analyzing the photonic emissions of the different delay stages in order to deduce
a linear model for the Arbiter PUF that can be solved with little effort [19].
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For the transient effect ring oscillator (TERO) PUF, EM-based SCA allows for
determining the oscillation duration of single instances by using a Short-Time
Fourier Transform (STFT). Knowledge of the oscillation duration allows for re-
ducing the PUF’s entropy. The leakage stems from counters that are placed in
an interleaved manner [20].

Most relevant to this work, several attacks have been carried out on RO
PUFs: (i) Using Laser Voltage Probing exposing the backside of a die to an near-
infrared laser beam [8]: The intensity of the reflected beam is altered through ab-
sorption or interference effects and allows for the recovery of the RO frequencies.
(ii) Using localized electromagnetic emissions of the ROs over a decapsulated
die [11]: Frequencies from simultaneously activated ROs can be identified and
exploited if ROs are used in several comparisons, i.e., are activated more than
once. Consequently, a possible countermeasures consists in limiting the use of
each RO to a single comparison. Additionally, it is suggested to measure multi-
ple, i.e., more than two, ROs in parallel to increase the number of frequencies an
attacker has to distinguish. (iii) Using localized EM measurement over a decap-
sulated FPGA die, single ROs can be resolved if placed far from each other [10]:
However, for ROs placed in proximity to each other, separation of single ROs is
deemed unlikely. Yet, multiplexers and counters exhibit leakage about the RO
frequencies that can be resolved spatially. To impede the attack on counters and
multiplexers, measurement path randomization, i.e., using different counters or
multiplexers for each evaluation, and interleaved placement of the components
are proposed. (iv) Geometric leaks in the EM spectrum of an ASIC enable the
resolution of adjacently placed counters [17]: The RO PUF under attack follows a
low-power design to reduce SCA leaks. However, depending on the measurement
position on the decapsulated die, the counter frequencies have different ampli-
tudes and can be distinguished. The authors conclude that interleaved placement
of components is therefore not sufficient. Parallel comparison of multiple ROs,
as proposed by [11], increases the number of possibilities, but does not protect
from brute force attacks. Ultra-low-power counters are proposed as a possible
hiding countermeasure.

Contributions In this work, we propose a hardened, yet low complexity, im-
plementation of a PUF primitive, that is based on the Loop PUF [3, 4]. In most
other oscillation-based PUF primitives, such as the RO PUF or the TERO PUF,
multiple instances of an oscillator are implemented and compared in parallel. In
contrast, the Loop PUF implements a single instance of the primitive, that is
evaluated sequentially. We take advantage of the sequential evaluation method
by randomizing the order of the challenges used to generate PUF bits. In partic-
ular, the randomness to determine the order is derived from the Loop PUF itself,
making our proposed design a self-secured PUF primitive. The contributions of
this work include:

1. Side-channel analysis of the Loop PUF using a single measurement.
2. Temporal masking countermeasure for the Loop PUF that benefits from the

sequential evaluation method.
3. Proposal of a self-secured PUF by drawing the randomness from the PUF

itself.
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Fig. 1: Schematic of the Loop PUF structure.

Structure The rest of this work is structured as follows: Section 2 recapitulates
the functional principle of the Loop PUF and introduces our implementation
used for the experiments. Section 3 performs a practical side-channel attack on
the Loop PUF and analyzes the results. The countermeasure against the SCA as
well as the concept of the self-secured PUF is provided in Section 4. Subsequently,
Section 5 discusses the application of the scheme to RO PUFs and the impact
of measurement time, before we draw our conclusion in Section 6.

2 The Loop PUF

This work mainly analyzes and improves a simple PUF based on a ring oscillator,
the Loop PUF, w.r.t. side channel attacks. One goal of this study is to check if the
low complexity property of this PUF can be kept when inserting countermeasures
against SCA. Another interest is the potential transfer of security solutions to
other RO PUFs. In this section the working principle of the Loop PUF as well
as its implementation on Xilinx Artix-7 FPGAs is presented.

2.1 Architecture

The Loop PUF is a delay PUF introduced by Cherif et al. [3, 4]. Its main com-
ponent is a delay chain composed of N identical controllable delay stages. A ring
oscillator (RO) is formed when the output of the delay chain is feedback to the
chain’s input through an inverting gate. An enable signal allows for starting and
stopping the oscillation. Fig. 1 illustrates the Loop PUF schematic.

Each of the N delay stages of the PUF contains two delay elements such as
inverters or buffers, as depicted in Fig. 2a. A challenge bit ci applied to the ith

stage selects, e.g., via a multiplexer, one of the two elements that is included in
the RO path. The challenge C applied to the PUF is the N -bit word composed of
the ci. The frequency of the RO depends on the sum of selected delays. Neglecting
noise and aging, it is constant for given environmental conditions but unique for
each hardware realization of a Loop PUF due to local process variations of the
individual delay elements during the device fabrication.



Self-Secured PUF: Protecting the Loop PUF by Masking 5

2.2 Operating Mode

The Loop PUF requires an operating mode to derive secret bits from the os-
cillation frequencies obtained for given challenges. The basic operating mode is
presented in Algorithm 1. It consists of two subsequent measurements: The first
using the challenge C and the second with the complementary challenge :C
applied (Lines 1, 3). In other words, the frequencies of the RO with different
delay elements in the ring are measured.

Algorithm 1 Basic Loop PUF Operation

Input: Challenge C (a word of N bits)
Input: Measurement time in terms of periods nacq of the reference clock
Output: Response �C (a signed integer whose sign is mapped to the secret bit kC)
1: Set current challenge to C
2: Count oscillations of Loop PUF for nacq cycles of reference clock ⇒ vC
3: Set current challenge ¬C
4: Count oscillations of Loop PUF for nacq cycles of reference clock ⇒ v:C
5: Compute �C = vC − v:C
6: return �C with kC = MSB(�C) ∈ {0; 1}

The challenge dependent frequency of the RO is the underlying secret to be
observed. It is measured by counting the number of oscillations of the loop for
a fixed predefined measurement time (Lines 2, 4). For this purpose, the N -bit
challenge C is applied to the Loop PUF. Then, the enable signal is set to logical
1 while a reference counter counts a predefined number nacq of periods of a
reference clock oscillating with frequency fclk. After the acquisition time Tacq is
finished, the oscillation frequency is approximated from the counter value vC as

fC � fclk �
vC

nacq
=

vC

Tacq
: (1)

Note that due to the discrete counter values, fC is subject to quantization noise.
After deriving fC the respective counter value v¬C and frequency f(:C) for the
complementary challenge :C are derived accordingly. The sign of the frequency
difference �f = f(C)� f(:C) is the secret response bit kC obtained from the
Loop PUF. The secret PUF response bit kC is therefore derived from the most
significant bit (MSB) of the counter differences �C = vC � v¬C (Line 6):

kC = MSB(�C) =

�
1 if sign(�f) � 0
0 otherwise:

(2)

The differential measurement process compensates for a large amount of in-
fluences through environmental conditions and aging effects. Since these effects
happen on a larger time scale than the measurement time, subsequently mea-
sured frequencies are affected similarly. Therefore, the most significant bit of
�C and, thus, the response bit kC has high stability if the oscillation frequency
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Fig. 2: Schematic and LUT utilization of stage i of a Loop PUF

for challenges C and :C are sufficiently distinct. Compared to other oscilla-
tion based PUF primitives, such as the RO and TERO PUF, spatial biases are
avoided by using the same oscillator sequentially.

2.3 Loop PUF Challenges for Maximum Entropy

It was shown by Rioul et al. [14], that one solution to get an entropy of Nkey

bits out of the Loop PUF, is to compose it of N = Nkey delay stages and
challenge it by Nkey Hadamard codewords [2] from a N �N Hadamard Matrix.
Hadamard codewords are pairwise orthogonal; They have a minimum Hamming
distance of N=2 from each other and share a Hamming weight of N=2, except for
the null codeword. Hadamard codewords can be constructed on chip with low
effort, preserving the low-complexity property of the design as there is no need
of memory to store the challenges.

As the PUF is natively unreliable, it is necessary to have a sufficiently high
number of challenges to run postprocessing based on error correcting codes or to
filter out unreliable challenges as shown in [16]. This implies that the required
number N of delay stages and Hadamard codewords has to be bigger than the
number of key bits. Alternatively, multiple Loop PUFs can be instantiated.

2.4 Loop PUF Implementation

The most sophisticated part of a Loop PUF design is the implementation of the
delay chain. Ideally, the expected delay of the Loop PUF is independent of the
challenge and a difference in the delay is only due to process variations affecting
the delay elements. I.e., wiring should have no influence and the delay elements
in a delay stage according to Fig. 2a should be as similar as possible.

To reach this goal, the Loop PUF implementation in this work utilizes the
multiplexer structure of the FPGA in accordance to the suggestions for a ring-
oscillator PUF design in [5]: Every slice of the Xilinx Artix-7 FPGA used in this
work contains four 6-input-2-output LUTs. The inputs to a LUT select a path
from functionality dependent initialized SRAM cells through a multiplexer tree
to the LUT output. Fig. 2b sketches the concept for a delay element implemented
in a 2-input-1-output LUT. To implement two distinct inverter gates as the basic
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delay elements (alternatively buffers can be realized) of a delay stage in one
LUT, the SRAM at the input of two multiplexers in the same hierarchy level is
initialized so that their outputs (ma;mb) correspond to the inverse of a certain
input (Ii). An additional challenge input (ci) selects if the LUT output Oi is
Oi = ma or Oi = mb. Consequently, the routing between delay stages, i.e., from
Oi to Ii+1 etc., is independent from the challenges and does not influence the
delay differences.

For ci and Ii, inputs of the LUT are selected such that the expected delay
is independent from the challenge bit. Still, due to the FPGA internal routing
and implementation of the path from SRAM cells through multiplexers to the
output, a certain challenge dependent systematic delay bias might be caused.
This corresponds to delay elements in Fig. 2a, which are faster or slower on all
devices and would result in a reduced entropy of the Loop PUF. If the same
amount of fast and slow paths are active for the challenges which are compared,
i.e., for C and :C, the effect is mitigated assuming all LUTs are affected by the
same systematic effect. Challenges C/:C, which are selected correspondingly,
have the same Hamming weight. For challenges that are Hadamard codewords,
this property is inherently fulfilled if the null challenge C0 = 0 is discarded.

From the described delay elements, we realize a 64-stage Loop PUF that
is implemented in only 17 slices in 8 CLBs. The Loop PUF is realized within
a closed domain with fixed placement and routing such that it does not inter-
fere with other parts of the design. The other parts of the design are placed
in a separate area but without additional constraints regarding placement and
routing.

Using Hadamard codewords and discarding C0, the design suffices to generate
63 bits. For a key-storage scenario, either more stages in the delay path or
multiple Loop PUFs are required on a chip. A longer delay chain causes, however,
lower frequency and therefore longer measurement time. A shorter delay chain
is less efficient in terms of challenges due to discarding C0. Thus, we consider a
length of 64 delay stages a realistic size.

We decided having a single Loop PUF on the device since it corresponds to
the best case for an attacker. Using multiple Loop PUFs in parallel, the attacker
faces the additional obstacle of spatially resolving different counters, which has
been shown to be feasible using localized EM measurements [17]. The additional
barrier of localized measurements does, however, not change the overall results
and is deemed out of the scope of this work. To further support the analysis, the
design supports supplying challenges externally and reading back the measured
counter values allowing for validation of leakage observed in the side-channel.
Responses are computed on a PC receiving the counter values from the device,
since the analysis in Section 3 does not consider the potential leakage in the
comparison step. Note however, that in a practical scenario the attacker is not
required to have access to any of the internal counter values or being able to
apply challenges.




