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ABSTRACT

Building accurate Deep Learning (DL) models for brain age
prediction is a very relevant topic in neuroimaging, as it
could help better understand neurodegenerative disorders and
find new biomarkers. To estimate accurate and generalizable
models, large datasets have been collected, which are often
multi-site and multi-scanner. This large heterogeneity nega-
tively affects the generalization performance of DL models
since they are prone to overfit site-related noise. Recently,
contrastive learning approaches have been shown to be more
robust against noise in data or labels. For this reason, we pro-
pose a novel contrastive learning regression loss for robust
brain age prediction using MRI scans. Our method achieves
state-of-the-art performance on the OpenBHB challenge,
yielding the best generalization capability and robustness to
site-related noise.

Index Terms— MRI, multi-site, brain age, deep learning,
contrastive learning, regression

1. INTRODUCTION

Brain aging involves complex biological processes, such as
cortical thinning, that are highly heterogeneous across indi-
viduals, suggesting that people do not age in the same man-
ner. Accurately modeling brain aging at the subject-level is
a long-standing goal in neuroscience as it could enhance our
understanding of age-related diseases such as neurodegenera-
tive disorders. To this end, brain-age predictors linking neu-
roanatomy to chronological age have been proposed using
Deep Learning (DL) [1]. In order to build accurate biomarker
of aging, DL models need large-scale neuroimaging dataset
for training, which often involves multi-site studies, partly be-
cause of the high cost per patient in each study. Recent works
have shown that DL models, and in particular Deep Neu-
ral Networks (DNN), largely over-fit site-related noise when
trained on such multi-site datasets, notably due to the differ-
ence in acquisition protocols, scanner constructors, physical
properties such as permanent magnetic field [2, 3]. This also
implies poor generalization performance on data from new in-
coming sites, highly limiting the applicability of these models
to real-life scenarios. In order to build more robust and accu-
rate brain age models insensitive to site, the OpenBHB chal-

Correspondence: carlo.barbano@unito.it

T University of Turin

1 NeuroSpin, CEA, Université Paris Saclay

(b) threshold

....... 3

(c) exp

Fig. 1: Comparison between different contrastive learning re-
gression losses and their effect on the representations. Sam-
ples are aligned (> <) and repelled (<>) with varying
strength (line thickness) based on the continuous label y.

lenge [4] has been recently released. While most DNN used to
derive brain age gap are usually trained as standard regressors
with the optimization of mean absolute error [5, 6], Ridge or
cross-entropy loss [1] (if age is binarized), these frameworks
do not pay particular care about site-related information dur-
ing training to produce robust representations of brain imag-
ing data. On the other hand, contrastive learning paradigms
for DNN training have been recently proposed in various con-
texts such as supervised [7], weakly-supervised [8, 9] and
unsupervised representation learning [10, 11]. More impor-
tantly, contrastive learning has been shown to be more robust
than traditional end-to-end approaches, such as cross-entropy,
against noise in the data or the labels, resulting in better gen-
eralizing models [7, 12]. For this reason, in this work, we
propose a novel contrastive learning loss for regression in the
context of the OpenBHB challenge, where chronological age
must be learned without being affected by site-related noise.
With our method, we obtain the best results in the official
leaderboard. Our contributions are:

* Novel contrastive learning regression loss for brain age

prediction;
* State-of-the-art performance in brain age prediction on the



OpenBHB challenge.

2. METHOD

Supervised contrastive learning (i.e., SupCon [7]) leverages
discrete labels (i.e., categories) to define positive and nega-
tive samples. Starting from a sample x;, called the anchor,
and its latent representation z; = f(x;), SupCon aligns the
representations of all positive samples (i.e. sharing the same
class as x;) to z;, while repelling the representations of the
negative ones (i.e., different class). The SupCon loss is thus
not adapted for regression (i.e., continuous labels), as it is
not possible to determine a hard boundary between positive
and negative samples. All samples are somehow positive and
negative at the same time. Given the continuous label y; for
the anchor and y; for a sample &, one could threshold the
distance d between y; and y; at a certain value 7 in order
to create positive and negative samples (i.e., k is positive if
d(y; — yr) < 7). The problem would then be how to choose
7. Differently, we propose to define a degree of “positiveness”
between samples using a kernel function wy, = K (y; — yx),
where 0 < wy, < 1. Our goal is thus to learn a parametric
function f : X — S? that maps samples with a high degree
of positiveness (wy, ~ 1) close in the latent space and samples
with a low degree (wy ~ 0) far away from each other.

2.1. Contrastive Learning Regression Loss

In contrastive learning, we look for a mapping function f such
that the following condition is always satisfied: s; — s;: <0,
Vt, k, where we denote as s = sim(f(z;), f(xy)) the simi-
larity between the representations of the k-th sample and the
anchor ¢ (e.g., cosine similarity) and z; and x; are the neg-
ative and positive samples respectively. The notion of “neg-
ative” (dissimilar from the anchor) and ”positive” (similar to
the anchor) samples is thus rooted in the contrastive learning
framework. To adapt such framework for continuous labels,
we propose to use a kernel function wy, and we develop multi-
ple formulations, illustrated in Fig. 1. To derive our proposed
loss, we employ a metric learning approach, as in [11], which
allows us to easily add conditioning and regularisation.

A first approach would be to consider as “positive” only the
samples that have a degree of positiveness greater than 0, and
align them with a strength proportional to the degree, namely:
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where we have normalized the kernel so that the sum over all
samples is equal to 1 and we denote with A(¢) the indices of
samples in the minibatch distinct from ;. Eq.1 can be trans-
formed in an optimization problem using, as it is common in
contrastive learning, the max operator and its smooth approx-

imation LogSumExp:
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Interestingly, this is exactly the y-aware loss proposed in [13]
for classification with weak continuous attributes. Due to the
non-hard boundary between positive and negative samples,
both s; and s, are defined over the entire minibatch. The
kernel wy, is used to avoid aligning samples not similar to
the anchor (i.e. wy = 0). It can be noticed that, while the
nominator aligns z, in the denominator, the uniformity term
(as defined in [14]) focuses more on the closest samples in
the representation space: this could be undesirable, as these
samples might have a greater degree of positiveness than the
considered x, (Fig. 1a).

To avoid that, we formulate a first extension (L") of (1),
which limits the uniformity term (i.e., denominator) to the
samples that are more distant from the anchor than the con-
sidered zy, in the kernel space (omitting the normalization in
the starting condition):
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Ideally, £ avoids repelling samples more similar than zj,.
However, it still focuses more on the closest sample “less pos-
itive” than xy, i.e. x; st wy > wy and wy < w; V5 # k
(Fig. 1b). As noted in [11, 7], increasing the margin with
respect to the closest “negative” sample works well for clas-
sification, however, it might not be best suited for regression.
For this reason, we propose a second formulation (L*P) that
takes an opposite approach. Instead of focusing on repelling
the closest “less positive” sample, we increase the repulsion
strength for samples proportionally to their distance from the
anchor in the kernel space:
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In the resulting £°“P formulation, the weighting factor 1 —w;
acts like a temperature value, by giving more weight to the
samples which are farther away from the anchor in the ker-
nel space (Fig. 1c). Also, for a proper kernel choice, samples
closer than x; will be repelled with very low strength (~0).
We argue that this approach is more suited for continuous at-
tributes (i.e., regression task), as it enforces that samples close
in the kernel space will be close in the representation space.



o cauchy (y=1) cauchy (v=2) o rbf (0=1) rbf (0=2)
expw
8 8 8 8 threshold
() G* 6 6 yaware
4 4 4 4
2 21 2 2
0 < & 0 < < TG <« 0 < <
19} (21 19} ‘Z () sz 19} ‘Z
@V‘ %?S’ @?‘ (o(‘o @?‘ (bv(’ @?‘ %OO @V‘ %?5’ @?‘ (000 @?‘ (bvs' @?‘ %(/0
& & & & & & & &

Fig. 2: Ablation study of the kernel functions. The Gaussian kernel (rbf) with o = 2 yields the best generalization results (Ext.
MAE) and final score across all three loss functions. We also notice an overall slight improvement in the site balanced accuracy.

3. EXPERIMENTAL DATA

We conduct our experiments on the OpenBHB dataset, which
contains 5330 3D brain MRI scans from 71 different acqui-
sition sites. Every scan comes from a different subject. The
subjects have European-American, European and Asian ori-
gins, to promote diversity. Three modalities are available, de-
rived from the same T1-w MRI scan (VBM, SBM, and quasi-
raw). We focus this study on gray matter volumes (VBM).
The model evaluation on OpenBHB is done on two private
test sets (internal and external). The internal test set contains
the same sites as training, the external contains unseen ones.

4. EXPERIMENTS AND RESULTS

As network architecture, we employ the 3D implementations
of ResNet-18 (33.2M parameters), AlexNet (2.5M parame-
ters), and DenseNet-121 (11.3M parameters). For compar-
ison with [4], we use the Adam optimizer, with an initial
learning rate of 10~* decayed by a factor of 0.9 every 10
epochs, and a weight decay of 5 x 10~°. We use a batch size
of 32, and train for a total of 300 epochs. Our trainings are
implemented in PyTorch, and run on an NVIDIA A40 GPU,
with a single training taking ~24h. For every model, we eval-
uate the mean absolute error (MAE) on both the internal and
external test sets. Furthermore, the OpenBHB challenge com-
putes a balanced accuracy (BAcc) for site prediction, training
a logistic regression on the model representations. The final
challenge score is then computed as £, = BAcc?? - MAE.y,.

4.1. Kernel function ablation study

We test two different kernels: a Gaussian kernel K (u) =
exp (—||u[|?/20?) and Cauchy kernel K (u) = 1/(v||u|[*+
1). We perform an ablation study for the two different kernels
and hyperparameters, employing a ResNet-18 model. Fig. 2
shows the result. For each kernel, we report the metrics on
the test set along with the final challenge score, for the three
loss functions. Focusing on the final score, it’s easy to see

Kernel o/ ~ ‘ [Ly—aware Ethreshold Lexp
Cauchy 1 2.15 2.28 1.82
2 2.48 3.03 1.83
RBF 1 2.43 2.63 1.58
2 1.82 1.74 1.54

Table 1: Ablation study of kernel functions, in terms of chal-
lenge’s score.

that a Gaussian kernel with o = 2 produces the best results
for all losses (for readability, the final score is also reported in
Tab. 1). This can be attributed to the overall lower error on the
external set (Ext. MAE), showing that, with this setting, the
models can generalize better. Furthermore, we also notice an
overall lower balanced accuracy for site prediction, showing
that this configuration is somewhat more robust to site noise.

4.2. Comparison of contrastive regression losses

In Tab. 2 we compare the results obtained with the differ-
ent losses. Focusing on the aggregate score, the best results
are obtained with L¢P (1.54). Furthermore, £*P also out-
performs the other losses in every evaluated metric. Most
significantly, it shows the best generalization capability in
the external test set, which, undoubtedly, is the most relevant
result from a practical clinical perspective. On the internal
test, we score a MAE of 2.55, which is also slightly better
than the related literature on a similarly sized dataset with
UKB [1]. Interestingly, £*P also shows the best robustness
to site-related noise (with a BAcc of 5.1), which indicates
that the learned space preserves the neuroanatomical features
very well while also removing site noise.

4.3. Final results on the OpenBHB challenge

Finally, we report the ranking of L£°“P of the OpenBHB
leaderboard, testing also AlexNet and DenseNet-121. Tab. 3



Method Int. MAE BAcc Ext. MAE L.
Ly—aware 9 66+000 6.60+0.17 4.10+0.01 1.82
L 295+001  5.73+015 4.10+001  1.74
L% 2551000 5.1+o0.1 3.76-0.01 1.54

Table 2: Comparison of contrastive losses.

Method Model Int. MAE BAcc Ext. MAE L.
DenseNet ~ 2.55+001  8.0+09 7.1340.05 3.34

Baseline (¢1) ResNet-18 2.67+005  6.7+0.1 4.18+0.01 1.86
AlexNet 2.72+001  8.3402 4.66+0.05 2.21

DenseNet  5.92+001  2.23+006 10.48+0.17 3.38

ComBat ResNet-18  4.15+001  4.5+00 4.76+0.03 1.88
AlexNet 3.37+001  6.8+03 5.23+0.12 2.33

DenseNet  2.85+000  5.34+006 4.43+0.00 1.84

L¢P ResNet-18  2.55+000 5.1+0.1 3.76+0.01 1.54
AlexNet 2.77+001  5.840.1 4.01+0.01 1.71

Table 3: Final scores on the OpenBHB leaderboard. Refer-
ence results from [4].

shows the results. We compare with baseline models [4]
trained with the L1 loss, and with ComBat [15], a site harmo-
nization algorithm developed for MRIs. Our proposed L¢P
achieves state-of-the-art performance on the final leader-
board, scoring the best final score and metrics on both the
internal and external test set, with ResNet-18. The improve-
ment observed in the external test is also reflected for both
AlexNet and DenseNet compared to all baselines. For these
models, the internal MAE reached by the L1 baseline is
slighly lower than £“P. However, when looking at the other
metrics, it is easy to see that this is due to more overfitting on
the internal sites for the baseline. Lastly, regarding the bal-
anced accuracy, we observe a significant improvement with
respect to the L1 baseline, showing that L¢*P possesses some
debiasing capability towards site noise. Besides AlexNet,
however, ComBat still achieves a lower accuracy, showing
that there is room for improvement.

5. CONCLUSIONS AND FUTURE WORKS

To the best of our knowledge, this is the first work propos-
ing a contrastive learning loss for regression in medical imag-
ing. We employ it to predict chronological brain age, using
the OpenBHB multi-site MRI challenge. We achieve state-
of-the-art performance on the challenge score and in terms of
generalization capabilities to unseen sites. This represents a
valuable result for the scientific community, as building a ro-
bust brain age prediction model can help in better understand-
ing neurodevelopmental or neurodegenerative disorders. We
empirically demonstrate that contrastive learning is also capa-
ble of (partially) debiasing the site effects. In future, we will
extend our experiments to include debiasing techniques, such

as regularization terms [11] adapted for regression, to further
improve the results.

Compliance with ethical standards This study was con-
ducted using human subject data, available in open access.
Ethical approval was not required.
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