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CHAPTER 1 – MANAGING INTERNET RISKS

1. WHY POLITICIANS AND REGULATORS WILL DISLIKE THIS THESIS

Politicians and regulators will dislike this thesis, because it proposes a system to dampen their

enthusiasm to enact new regulation to deal with internet risks. Advocates of better regulation will

like the thesis, as will advocates of net neutrality. The thesis addresses the question of how

regulatory impact assessments should be conducted in the context of internet regulation, focusing

in particular on cost-benefit analyses. What would a cost-benefit analysis look like for measures

designed to protect citizens against harmful internet content? How can protection of fundamental

rights and the internet "ecosystem" be integrated into a cost-benefit analysis?

Considerable science has been devoted to regulatory cost-benefit analyses, particularly in the

context of environmental, health and safety regulations in the United States. The OECD and the

European Commission have likewise endorsed thoughtful cost-benefit analyses as a precondition

for any new regulatory measures. And yet cost-benefit analyses are rarely if ever done for laws

regulating internet risks. Why focus on internet regulation? Like environmental risks, digital risks

can trigger overreaction by policy makers eager to show that they are doing something about a

problem created or amplified by new technology. The problems are generally real, but policy

makers almost never analyse the problems and the scope of possible solutions with scientific

rigor. Why should they? Politicians and regulators are generally rewarded for creating new laws

and regulations, not for doing nothing. Yet a rigorous cost-benefit analysis may show that doing

nothing is better than regulating. Regulatory over-reaction occurred in the United States in

connection with certain health, safety and environmental risks in the 1970s and 1980s. A number

of scholars highlighted the huge discrepancies in costs of many of these well-meaning regulatory

measures. Some measures saved many lives at little cost; others saved few lives at astronomical

cost. The purpose of the cost-benefit analysis is to highlight these differences, so that regulatory

choices can be more explicit.

This thesis examines at the most common form of internet risk -- the risk of harmful content – and

the most common form of internet regulation – regulations targeting internet intermediaries – and

proposes a cost-benefit analysis for considering these risks and regulatory responses. The cost-

benefit analysis is part of a broader impact assessment the purpose of which is to increase the

quality of regulatory measures. The quality increase would occur at several levels. First, the

impact assessment will decrease the likelihood of parliaments and regulators rushing into

regulatory solutions that are ill-adapted to the fast-moving internet ecosystem. The impact

assessment would reduce the frequency of these errors by imposing more rigorous fact-finding, a

more thoughtful definition of the outcome that the measure hopes to achieve, and ways to

measure success. The assessment would require a systematic consideration of costs, including

indirect costs that are largely ignored in impact assessments today.
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Second, the impact assessment will enhance regulatory quality by fostering competition and

criticism between regulators and institutions. Systematic comparison and criticism based on a

standard methodology would improve quality by permitting best practices to emerge. Today,

measures are adopted in different "silos". The silos are based on country (eg. Italian measures

versus French measures) or based on content policy (eg. copyright infringement policy versus

right to be forgotten policy). One measure may be adopted to limit access to child pornography,

another adopted for illegal gambling, and another yet for online copyright infringement with little or

no coordination between the three approaches, and little debate on which approaches are most

effective. The methodology would permit comparison and learning across different silos.

Third, impact assessments would increase quality by enhancing a measure's international

legitimacy. If the methodology proposed in this thesis is recognized by international institutions

such as the OECD and the European Commission, regulatory measures that emerge after a

rigorous impact assessment would benefit from a favorable image internationally – a form of

international quality label. The international quality label would signify that the country adopting

the measure did its best to apply good regulation principles such as proportionality and respect

for the internet ecosystem when adopting the measure. The impact assessment would

presumably be available for public scrutiny, permitting international observers to verify that the

methodology was applied correctly.

The proposed methodology will not yield a single good answer for any policy problem, but will

permit regulators to rank alternatives based on their relative impacts on factors that are important

in the context of internet policy making, including fundamental rights. The final decision on which

regulatory option is best adapted to a given situation will in most cases remain political. The

political decision may result in a choice that is not necessarily the optimal choice under the

methodology. In that sense, the methodology is an input to the decision process rather than a

decision rule of its own (Posner, 2000).

Nevertheless, my hope is that a standard methodological benchmark will lead to measures that

are more consistent, more proportionate, and easier to understand for stakeholders, and that the

methodology will avoid policy makers exaggerating internet-related risks and reinventing the

wheel each time a new internet regulation is put forward. The methodology would also permit

Europe to propose a standard that would justify regulatory intervention in certain cases, while

permitting Europe to distinguish its approach from that of other less democratic countries that use

internet intermediaries as tools for censorship. Interfering with internet content is a form of non-

neutrality. Once regulators start down the road of internet non-neutrality, it can be hard to stop

the movement. A uniform methodology would help define limits, and distinguish European

measures from measures implemented in other less democratic countries. A methodology would

contribute to defining what is meant by the "open internet."
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The main difficulty we will encounter is attempting to integrate fundamental rights into the cost-

benefit analysis. Many of the benefits flowing from a content policy (promotion of culture,

protection of privacy or human dignity) are hard to quantify, let alone convert into monetary units.

Many of the indirect costs of using internet intermediaries as proxies to enforce content policies

will also be hard to quantify: limitations on freedom to access information, threats to privacy, harm

to the internet ecosystem. But as we will see, there are ways of approaching the problem of

quantifying these hard-to-quantify values.

2. BRINGING SMART TELECOMMUNICATIONS REGULATION TO THE INTERN ET

Part of my career has been devoted to assisting telecom regulators in Europe justify the

imposition of new regulatory measures on telecommunications operators. The task is difficult

because the European directives on electronic communications impose a strict methodology that

regulators must follow before they can propose new measures. Regulators must conduct a

market analysis, identify one or more actors holding the dominant position, demonstrate that a

market failure creates durable barriers to entry for competitors, that technological and market

evolutions are not likely to cure the problem without regulatory intervention, and that competition

law is not sufficient. Regulators must also show that the measure they propose is proportionate,

causing the least intrusion possible while achieving the desired outcome. In some countries,

regulators must present several alternatives and choose the one that is the least burdensome

while still attaining the desired objective. The regulatory proposal must take into account the

principles set forth in the Framework Directive1 on electronic communications: encourage

competition, investment, respect for technology neutrality. Regulators must submit the proposed

solution to public consultation and then to a special task force at the European Commission,

which has the power to request changes and in some cases veto the measure. Finally, the

measure must be reevaluated regularly to make sure it is still fit for purpose. Regulations that are

no longer needed must be withdrawn.

This methodology contrasts with the total lack of methodology for regulatory measures designed

to limit access to content on the internet. Measures adopted to fight online copyright

infringement, hate speech, child pornography, and privacy violations often involve internet

intermediaries, including telecom operators. Yet those measures are adopted without the

analytical rigor that applies to European telecommunications regulation or to health, safety and

environmental regulation in the United States. The potential adverse effects of the proposed

measures are not studied in detail. The impact assessments omit major considerations relating

to effects on fundamental rights and adverse effects on the internet ecosystem. There is no peer

review system, and no system to remove regulations that are no longer fit for purpose. If these

measures were presented in a context of telecom regulation, many of them would fail the strict

scrutiny imposed by the European directives.

1 Directive 2002/21/EC
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The study of telecommunications regulation and the literature surrounding cost-benefit analysis in

the United States led me to the idea of this thesis. Would it be possible to take the analytical

tools applicable to European telecommunication regulation and United States cost-benefit

analyses and transpose those tools to the field of regulating access to internet content?

The question of limiting access to content is more complex than telecommunication regulation

because the objectives pursued by policymakers include protection of fundamental rights,

protection of children, and national security. The objectives of telecommunication regulation

consist principally of achieving effective competition. The question of access to illegal content on

the internet is also more complex because of the number of different internet intermediaries

involved. In addition to telecom operators, search engines, app stores, social media, advertising

networks, and payment providers may be called on to assist in enforcing a given content policy.

However, the complexity of the problem is all the more reason to use analytical tools. The

European methodology for telecommunication regulation is not perfect, but it requires regulators

to ask key questions before they act: does this market failure really require a regulatory response,

or is the market likely to deal with the problem on its own? Is the regulatory measure we propose

the least intrusive among the available alternatives? What are the potential side effects of our

proposed measure on competition, innovation and investment? These questions must be

seriously analyzed in any proposed regulation of telecommunications in Europe. Cost-benefit

analysis in United States regulatory policy requires that policy makers precisely define the desired

outcome and develop tools to measure the outcome. In this thesis I will show that the same

questions (and others) should be asked and analyzed in the context of regulations designed to

limit access to harmful content on the internet.

3. THE CHALLENGES OF REGULATING ACCESS TO CONTENT ON THE INTERNE T

Publishers of content and services on the internet are often located beyond the reach of national

courts and police. Because the publishers are beyond reach, lawmakers and courts tend to look

to internet intermediaries located within national borders as proxies to help apply content rules

(Noam, 2006; Lichtman & Posner, 2004; Lescure, 2013). The internet intermediaries may be

ISPs, payment providers, search engines, social media, app stores, domain name registries,

browser publishers, or advertising networks (OECD, 2011).

To illustrate the difficulty facing regulators, let us use the example of hate speech: French law

prohibits content that promotes racial hatred or anti-Semitism. In the United States, many forms

of hate speech are protected by the First Amendment of the United States Constitution. Hate

content that is published on a website based in the United States is instantly accessible by

citizens of France. French victims of hate speech can bring an action before French courts and

then try to obtain enforcement of the action in the United States. However, enforcement of a

French judgment in the United States will be long and costly, and a United States court will not

necessarily enforce a French decision that potentially interferes with United States constitutional
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principles. Even if a United States court were to grant enforcement, the publisher of the content

could easily move to another country and start its website again.

As this example shows, going after the source of the offending content is difficult and in some

cases impossible. That leaves the option of seeking enforcement against technical intermediaries

located in the country where the harm is caused. Take our example of the hate speech sites

based in the United States. A number of options are available in order to make the hate speech

sites less available to French citizens. Internet access providers in France could block access

through various kinds of filtering. A search engine could make the site less visible on search

results for French users. If the site collects payments from French users, payment providers could

be called on to block payments. Browser software could be configured to make access to the site

difficult. Advertising networks could be called on to block advertising. If the site uses a .fr domain

name, the domain name could be seized in France.

All of these techniques can potentially be used to limit French citizens' access to an offshore hate

speech site. However, all of these measures have potentially grave side effects. Technical

filtering can block the targeted hate speech but can easily block other perfectly legal content.

Filtering can create significant costs for internet intermediaries, can interfere with principles of net

neutrality and threaten privacy. Moreover, many measures may prove ineffective, and/or

encourage users to use encryption and dark networks to avoid detection, which creates other

problems for law enforcement authorities.

National regulators may even be tempted to make their blocking measure apply to the entire

world. In Europe, individuals have the right to request search engines to block certain harmful

search results, even though the content revealed by the search is not illegal. Some European

privacy regulators ask search engines to apply the blocking measure to search results worldwide,

arguing that the victim is entitled to effective protection even if the search is conducted outside

Europe. If applied to search results in the UNITED STATES, the blocking measure would block

content protected by the First Amendment of the United States Constitution. The measure would

also set a precedent for other governments who may want to silence dissent by asking a major

search engine to apply global censorship. Like a potent medicine, measures taken by internet

intermediaries, whether on their own or under government constraint, can have dangerous side

effects.

The principles of the open internet and net neutrality prohibit interference with the free flow of

content, applications and services on the internet. The open internet creates numerous economic

and social benefits (OECD, 2016). Actions by internet intermediaries, whether government-

imposed or voluntary, will necessarily affect the open internet. Interferences with the open

internet are tolerated if they are part of "reasonable network management," that is, if the measure

is intended to address a legitimate objective, and the means used to attain the objective are
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proportionate (Sieradzki & Maxwell, 2008). Net neutrality so far applies only to ISPs, but its

principles can in theory be extended to any kind of internet intermediary (ARCEP, 2012).

Net neutrality has at least three objectives: to prevent anti-competitive conduct by last-mile ISPs,

to protect freedom of expression and to protect the borderless and end-to-end character of the

internet (Curien & Maxwell, 2011). Measures that erect gateways designed to protect national

content rules on the internet constitute a serious threat to the open, global character of the

internet. Advocates of net neutrality also fear that if democratic countries begin to impose non-

neutrality to achieve content objectives, other less democratic countries will follow suit, with

measures to enforce political censorship or religious doctrine (OECD, 2011).

4. CURRENT REGULATORY APPROACHES ARE UNCOORDINATED , WITH NO GUIDING METHODOLOGY

Today many systems exist to enforce content rules on the internet, but they are developed on an

ad hoc basis to deal with specific problems (Mann & Belzley, 2005).

Courts, regulators and lawmakers adopt different approaches for online copyright infringement,

illegal gambling, hate speech, child pornography, right to be forgotten, and terrorism cases.

There lacks a reference methodology against which to measure these initiatives.

To illustrate the point, below are examples of French measures adopted to address different

content issues. These examples show the diversity of approaches used even within a single

country.

4.1 Right to be forgotten

The right to be forgotten permits an individual to ask a search engine to remove certain

search results that appear when someone conducts a search using the individual's name.

The underlying content is not illegal. If it were, the individual could ask for removal of the

content at its source, using legal claims such as defamation or invasion of privacy. In the

case of the right to be forgotten, the original content (eg. a newspaper article) is

legitimate, protected by law, and remains available on the internet. The individual simply

wants the content to be less easy to find in search results because the content is old and

harms the individual's current life.

The right to be forgotten flows from a court decision interpreting the broad provisions of

the European Data Protection Directive 95/46/EC, and in particular the provisions that

guaranty each individual a right to object to processing of his or her personal data.

For the so-called "right to be forgotten," the French data protection authority, the CNIL,

has assumed the role of dispute resolution body in situations where claimants are not

satisfied with the solution proposed by a search engine. In its dispute resolution capacity,

the CNIL relies solely on the European Court of Justice's decision in Google France vs.
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AEPD2 (the "Costeja" decision). The CNIL applies the principles of the Costeja decision

to France's Data Protection Act3, and then issues an individual decision ordering the

search engine to remove a certain search result from searches made using the

individual's name. As indicated in the Costeja decision, the claimant's right to be

forgotten request must be balanced against the public's right to have free access to

information. If the relevant information is irrelevant, outdated and harmful to the

individual, the CNIL would grant the request unless the public has a legitimate interest in

having access to the information. This would be the case if the claimant were a public

figure, for example. If the CNIL is satisfied that the balancing test comes out in favor of

the claimant, the CNIL will order the search engine to remove the search results

whenever an internet user conducts a search using the relevant individual's name. The

CNIL's position is that the search engine should eliminate the search results from all

searches worldwide, regardless of the country from which the search was initiated. The

CNIL's decision therefore would have extraterritorial effect, limiting the information that

would be seen by an internet user in the United States, for example. In rendering its

orders, the CNIL currently does not take into account in its balancing test the fact that the

search engine's action would likely impede access to content protected by the First

Amendment of the United States Constitution. Similarly, the CNIL does not take into

consideration in its balancing the precedential effect that a global order against the search

engine could have for other countries who may also wish to apply their own content

policies worldwide.

The current "right to be forgotten" only applies to search engines. Other internet

intermediaries are not affected. The publisher of the original content, and the hosting

provider, are under no obligation to remove the relevant content because the content itself

is not illegal. The right to be forgotten is therefore unique in that the objective sought is

not to remove or block access to the original content, but instead to make the original

content more difficult to find using certain search terms and a certain kind of internet

intermediary.

4.2 Online copyright infringement

France was the first country in the world to adopt a regulatory framework for fighting

online copyright infringement using the so-called "graduated response" approach.

Under the HADOPI4 graduated response regime, right holder organizations collect IP

addresses of suspected infringers using peer-to-peer networks. The evidence is then

transmitted to the HADOPI regulatory authority, who then asks the internet access

providers to communicate the names of the subscribers corresponding to the IP

2 CJEU Case n°C-131/12, Google Spain v. AEPD and Costeja, May 1 3, 2014.
3 French Law N°78-17 of January 6, 1978.
4 Haute Autorité pour la diffusion des oeuvres et la protection de droits sur internet, created by Law N° 2009-669 of

June 12, 2009.
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addresses. According to HADOPI's activity report for 2013 – 2014, 12,265,004

identification requests were sent in total to the internet access providers. Once the

HADOPI receives the names of the subscribers, HADOPI can take three steps. First, the

HADOPI sends an initial e-mail to the relevant subscribers informing them of their duty to

ensure that their internet access is not used for infringing purposes, and reminding the

subscriber of the existence of legal online offers. According to its activity report for 2013 –

2014, the HADOPI has sent out 3,249,481 first warnings. Second, repeat infringers then

receive a registered letter from the HADOPI stating that the subscriber has been identified

again as the source of infringing content, and that if the conduct does not cease the

HADOPI may transmit the file to the public prosecutor for sanctions, which may include

suspension of internet access. According to the last figures published by the HADOPI in

2014, 333,723 registered letters of this type have been sent. For subscribers that

continue to show evidence of infringing activity, the HADOPI then selects, in the third

step, the files to be reviewed and may ask the relevant subscriber to participate in a

hearing. The HADOPI can send the files to the public prosecutor if infringement

continues.

In addition to relying on the HADOPI graduated response system, victims of copyright

infringement have successfully obtained French court orders to block access to streaming

sites.

Finally, the French Minister of Culture has nudged the principal French internet

advertising players to agree to refuse to purchase advertising space from internet sites

that manifestly promote illegal copyright infringement.5 The list of the sites affected by

this measure will be put together by an industry coordination committee based in part on a

list provided by the French police authorities. The code of conduct does not provide for

any sanction against advertisers that violate the code. The French Minister of Culture

also hopes that a similar code will be signed shortly by banks and payment service

providers. The code would prohibit payment service providers from knowingly providing

service to sites that promote copyright infringement.

4.3 Illegal online gambling

France allows online gambling, but only with gambling service providers that have

obtained a license. The licensing conditions are intended to protect individuals against

the harms associated with addictive gambling, as well as to protect society against the

development of organized crime around online gambling activities. The French

regulations on online gambling are administered by a specialized regulatory authority

called the ARJEL.6 French law gives the ARJEL authority to take measures to limit

5 A copy of the charter is available here: http://www.alpa.paris/wp-content/uploads/2001/01/20150323_MCC-signature-
charte-publicite-1.pdf (consulted January 8, 2017).

6 Autorité de regulation des jeux en ligne, created by Law n°20 10-476 of May 12, 2010.
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access by French users to unlicensed gambling sites. The ARJEL has authority to draw

up lists of unlicensed gambling sites to which access should be blocked. The ARJEL then

submits the list to a court in an ex parte proceeding. The court then issues an order

requiring that French ISPs block access to the relevant sites by inserting an erroneous IP

address for the site in the access provider's local DNS server. The decree relating to

ARJEL's blocking authority specifically provides for DNS blocking.7

4.4 Child pornography and terrorist propaganda

For internet content involving either child pornography or incitement to commit terrorist

acts, the French police authorities are able to send blocking requests directly to ISPs

without first obtaining a judge's approval.8 The police must first attempt to obtain removal

of content at its source through a request to the publisher and hosting provider, but if

unsuccessful after 24 hours, the police may direct their request to local ISPs. The decree

relating to blocking of child pornography or terrorist sites does not specifically refer to

DNS blocking.9 The decree says that ISPs should block access to addresses "by any

appropriate means", and redirect visitors toward a website of the French police. The law

refers here to blocking "addresses", not to blocking "sites" or "content", which suggests

that ISPs would use DNS blocking rather than other more intrusive forms of blocking such

as deep packet inspection. The French government must reimburse ISPs for the cost

associated with the blocking measures.

To compensate for the fact that no judge is involved in blocking decisions, the law

provides that a person named by the French data protection authority will receive copies

of blocking requests and can issue recommendations to the police authorities, or ask a

court to intervene.

The law relating to child pornography and terrorist site blocking also authorizes the police

to address removal requests to search engines and directories.

In addition to these regulatory measures, many internet intermediaries apply self-

regulatory measures to facilitate the reporting and blocking of child porn sites. This is

done through an international reporting network called "INHOPE" (www.inhope.org).

4.5 Hate speech

French law prohibits content that incites racial hatred or anti-Semitism, as well as content

that incites discrimination or hatred based on sex, sexual orientation or handicap. As for

any illegal content, hosting providers must remove hate speech content promptly upon

receiving notice, under the "notice and takedown" regime. Otherwise, victims may apply

7 Decree n°2011-2122 of December 30, 2011.
8 Law n°2014-1353 of November 13, 2014.
9 Decree n°2015-125 of February 5, 2014.
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for blocking orders before courts. The court can then order internet access providers to

block access to the relevant sites.

4.6 French audiovisual policy

Both French and European law impose "must carry" obligations on telecom operators (a

term that includes internet access providers) that distribute audiovisual programs.10 The

operators must distribute certain public service television channels to all subscribers,

generally free of charge. The must carry obligation is limited to certain qualifying television

channels that serve a general interest.

Audiovisual policy is also promoted via an obligation on providers of "on demand

audiovisual media services" to invest a certain amount of their revenues in French and

European production, to include in their catalog a majority of European works, and to

present French and European works on the service's home page. Under the country of

origin rule established by the Audiovisual Media Services Directive11, these obligations

only apply to providers of on-demand audiovisual media services established in France.

4.7 Apparent lack of coherence

The foregoing summary of measures applied in France to advance content policies on the

internet is a great simplification. The purpose of the summary is to illustrate the diversity

of mechanisms currently used within a single country, and the lack of any apparent

methodology to explain the differences in approaches. An invisible methodology may be

at work. Each measure adapted by regulators takes into account prior experience,

constitutional constraints, political realities, and international benchmarks. But there's no

visible roadmap. This leads to questions: Why is an independent regulatory authority used

for some content (eg. illegal gambling) but not for other content (eg. hate speech)? Why is

a court order required for some forms of blocking (eg. copyright infringement), but not for

others (DNS blocking for child pornography, or CNIL right to be forgotten orders)? Where

has self-regulation been the most successful? Why are internet access providers

targeted for certain kinds of actions, and search engines targeted for others?

There are no doubt good reasons why different solutions apply to different content

problems. However, policy makers approach each problem in isolation and can give the

impression of reinventing the wheel each time. Without a baseline methodology against

which to measure regulatory proposals, the solutions appear inconsistent and

uncoordinated. Moreover, the measures cannot easily be compared to gather knowledge

on what works, and what doesn't.

10 Article 34-1, Law n°86-1067 of September 30, 1986; Article 3 1, Directive 2002/22/EC.
11 Directive 2010/13/EU
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Institutional
authorities

Principal
Internet
intermediary
targetted

Actions Self regulation?

Copyright
infringement

HADOPI Internet access
provider (IAP)

IAP provides
user
identification.
HADOPI sends
warning notices.

Advertising
service providers

Courts Hosting
providers, search
engines, IAPs

Removing and/or
blocking content

Right to be
forgotten

CNIL, without
court order

Search engines
only

Delisting certain
search results

Yes – internal
search engine
procedures to
apply "Costeja"
decision

Illegal gambling ARJEL with court
order

IAPs DNS blocking

Child porn and
terrorism

Police without
court order

Hosting
providers, IAPs,
search engines

DNS blocking by
IAPs

Yes (INHOPE)

Hate speec h Courts Hosting
providers, IAPs,
search engines

Yes

Audiovisual
policy

CSA IAP, on-demand
AVMS providers

Must carry.

AVMS measures
to promote
European
content

Table 1: Summary of mechanisms used in France to advance content policies on the
internet
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5. DIMINISHING ROLE OF BROADCASTING REGULATION

Another factor is at work, which is the diminishing role of audiovisual regulation in advancing

national content policies. Historically, the licensing of broadcasting spectrum was the best way to

ensure compliance with a wide range of national content policies. In addition to prohibiting illegal

content, broadcasting licenses include rules to promote media diversity, plurality of opinions, to

protect national security (via foreign ownership limitations), minors, public health, culture,

language and national cinema. In some cases, broadcasting rules are designed to protect other

economic sectors. The range of content policies contained in broadcasting licenses goes from

matters of great national importance, such as rules protecting the proper functioning of

democracy, to matters involving narrow economic interests, such as the protection of advertising

revenues for regional newspapers. For decades, the broadcasting license has been a convenient

basket in which politicians could throw numerous content rules designed to satisfy various

stakeholders.

The license to use spectrum is a convenient tool. Spectrum is part of the public domain. It

belongs to the government, so the government can legitimately impose conditions in connection

with its use. Just as the government can impose building rules for beachfront property designed

to protect cultural and environmental aesthetics, it can impose usage rules on spectrum designed

to promote French culture. In France at least, broadcasting spectrum is licensed free of charge,

whereas mobile broadband spectrum is licensed in exchange for a hefty license fee. The

government imposes content rules on broadcasters in lieu of a license fee.

Over-the-air broadcasting still commands a large share of audience and viewing time in France.

But its influence is diminishing, and will one day disappear. Some day in the future, most viewers

will consume content online, using connected TVs, smartphones or tablets. Over-the-air channels

received via a rooftop antenna will become the exception. Most broadcasters will make their

content available via broadband (fiber, DSL, 4G/5G). When content providers no longer need

broadcasting spectrum, governments will no longer have an easy "hook" through which to impose

content policies. Governments will have to look elsewhere, and will turn to telecom operators and

other internet intermediaries to fill the regulatory void. In 2006 Eli Noam predicted that

telecommunication regulation will "become" broadcasting regulation, and that telecom operators

will be asked to enforce national content policies because they are the only entities that

regulators can reach within their jurisdictions (Noam, 2006). In fact, Noam's prophecy can be

applied not just to telecom operators, but to any internet intermediary that falls within a regulator's

jurisdictional reach. The decline of broadcasting regulation as a tool to regulate access to content

explains why regulators look increasingly to internet intermediaries for solutions.

6. A METHODOLOGY AGAINST WHICH TO MEASURE REGULATORY PROPOSALS

As the examples above show, lawmakers adopt measures to address a particular problem.

Sunstein (1996) refers to this as the "pollutant of the month" syndrome. The measures create
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controversy and are often challenged in court. The measures are often accused of

disproportionately harming fundamental rights, being costly and ineffective, and/or threatening the

internet ecosystem (Haber, 2010). There lacks today a theoretical benchmark against which to

test the relevant measures – whether imposed by government or voluntary -- to ensure that they

are as efficient as possible, and harm fundamental rights as little as possible.

6.1 Technical measures are inevitable

We will start from the premise that national measures to involve internet intermediaries in

the enforcement of content policies are inevitable (Noam, 2006). The question is not

whether they will emerge, but how they should be built (Mann & Belzley, 2005).

6.2 Technical measures create harmful side-effects

As noted above, measures implemented by internet intermediaries to block or limit access

to illegal content can create negative externalities, including adverse effects for

fundamental rights, net neutrality, and the internet ecosystem. Like a potent medicine,

measures affecting internet intermediaries must be prescribed with care in order to avoid

dangerous side effects. A blocking measure targeting illegal content can also block legal

content. Some technical measures create privacy risks for users, and/or significant costs

for internet intermediaries. Some measures may simply be ineffective. A government-

imposed measure may also set a precedent for other countries, thereby creating an

international arms race in regulation that could threaten or destroy the open character of

the internet.

6.3 A reference methodology will help avoid mistakes

If we accept as a given that certain technical measures are necessary, we need to

consider what form should those measures take, and who should be in charge of

administering them so as to minimize their harmful side effects.

I propose in this thesis a reference methodology that could be used to evaluate regulatory

proposals that affect internet intermediaries. The methodology would involve a

questionnaire designed to help policy makers define the problem to be addressed, the

alternatives available to address the problem and the direct and indirect costs generated

by each alternative. The questionnaire would be followed by a cost benefit analysis

(CBA), and the application of certain constraints. The questionnaire and cost-benefit

analysis would then be subject to public consultation and to an institutional peer-review

process. Finally, the regulatory measure would be subject to periodic ex post reviews to

ensure that the measure is delivering its expected benefits and is not creating unexpected

side-effects.
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7. EXISTING LITERATURE

The proposal builds on five categories of existing literature:

i. Law and economics literature dealing with the most efficient level of law enforcement

(Shavell, 1993) and most efficient level of ISP involvement to fight copyright infringement

and other forms of illegal content (Lichtman & Landes, 2003; Lichtman & Posner, 2006;

Mann & Belzley, 2005);

ii. Law and economics literature on net neutrality (Wu, 2003; Yoo, 2005; Curien & Maxwell,

2011);

iii. Law and economics literature on better regulation, the new public management and cost

benefit analyses, with particular emphasis on environmental, health and safety regulation

(Breyer, 1982; Sunstein, 1996; Hahn, 2004; Hahn & Litan, 2005; Posner, 2002; Ogus,

1998; Hancher, Larouche & Lavrijssen, 2003; Renda et al., 2013);

iv. Literature on institutional alternatives for internet governance, including self-regulatory

and co-regulatory structures (Marsden, 2011; Brousseau, 2007; Weiser, 2009; OECD,

2011);

v. Literature on the principle of proportionality, and the balancing of fundamental rights

(Hickman, 2008; Tranberg, 2011; Sauter, 2013; Monaghan, 1970; Lemley & Volokh,

1998; Callanan et al., 2009).

8. HOW THE REMAINING CHAPTERS ARE DIVIDED

The remainder of this thesis is organized as follows:

Chapter 2 will make an inventory of the factors that must be weighed when developing regulatory

proposals. Chapter 2 will list the national content policies for which regulators may be tempted to

enact regulation. Enforcement of those content policies is the expected benefit of regulation.

Chapter 2 will establish a list of technical intermediaries and technical measures that can

potentially be used to implement content policies. These are the technical tools that regulators

might consider using. Chapter 2 will mention institutional alternatives and list the negative side

effects that government-imposed technical measures might cause. These are the potential costs

of regulation.

Chapter 3 will focus on the balancing of fundamental rights. The European Court of Justice, the

European Court of Human Rights and the United States Supreme Court afford to internet users a

high level of freedom of expression. Internet content is entitled to the highest level of protection,

similar to protection afforded to print media. The imposition of broadcast-style regulation on

internet content would likely be illegal, violating the European Convention on Human Rights.

Other fundamental rights in the balance include:
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�x the right to protection of property, which can justify measures designed to fight online

copyright infringement;

�x the right to security, which can justify measures designed to fight child pornography and

terrorism;

�x the right to privacy, which can be infringed by invasive technical measures, but can also

justify measures taken to enforce national privacy laws (eg. the right to be forgotten);

�x the right to freely conduct a business, which can be interfered with when burdensome

technical measures are imposed on internet intermediaries, or regulators proscribe

certain business models.

Each technical measure can enhance or impair fundamental rights. Courts have developed a

balancing test to weigh these rights against each other, and determine a measure's acceptability

under constitutional principles. Chapter 3 will explain the proportionality test used by European

courts, and how the test has been applied to technical measures designed to limit access to

illegal content. Chapter 3 will also examine how law and economics scholars approach the

fundamental rights of privacy and freedom of expression, which are the two rights most directly

affected by technical measures imposed on internet intermediaries.

Chapter 4 will examine the institutional aspects of technical measures, including the four main

categories of institutional frameworks that can be used for regulating access to internet content:

1) General liability or property rules enforced by the courts, which I call "court regulation";

2) Detailed regulatory rules developed and enforced by an administrative or regulatory body,

which I call "administrative regulation";

3) Self-regulatory regimes, which can involve unilateral regulation by each firm through

individual terms of use ("unilateral self-regulation"), and regulation through collective

codes of conduct ("multilateral self-regulation");

4) Co-regulatory regimes, in which self-regulatory measures and government-imposed

measures work together ("co-regulatory systems").

These four institutional frameworks often coexist with, and complement, each other. Indeed the

first framework, general liability or property rules enforced by the courts, almost always exists,

either by itself or as a backstop for other regulatory measures. In the shadow of liability rules and

court enforcement, private actors use unilateral self-regulation, ie. regulation through terms of

use, to govern their relationship with users. The main additional options are administrative
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regulation, multilateral self-regulation and co-regulation. Chapter 4 will identify the advantages

and disadvantages of these various institutional options, and how they can be used to deal with

internet content issues. The objective is to put institutional options into the mix when evaluating

regulatory alternatives. Brousseau's (2007) work on multi-level governance will be discussed.

Chapter 5 will focus on better regulation methodology, regulatory impact assessments and cost

benefit analyses. Both the UNITED STATES and Europe have developed methodology for testing

regulatory measures using a cost-benefit analysis. The rigor with which the cost-benefit analyses

are applied varies. Chapter 5 will examine the cost-benefit methodology and "good regulation"

criteria proposed by the OECD, the United States government and the European Commission.

A study by Renda et al. (2013) examines how cost benefit analyses should be conducted in the

context of EU "better regulation" guidelines. Government Circular A4 describes the nuts and

bolts of regulatory cost benefit analyses in the United States. Chapter 5 will also present the

views of authors who argue that regulatory impact assessments are incompatible with the

realities of the political process.

Chapter 6 will attempt to bring together the themes of the preceding chapters by presenting a

system for evaluating regulatory proposals affecting internet intermediaries. The system is

inspired by the European Framework for regulating electronic communications and by the

European Commission's methodology for conducting regulatory impact assessments. The system

consists of five parts:

�x A questionnaire requiring policy makers to identify what the regulator hopes to achieve,

how success will be measured, the regulatory options available, and the main costs and

benefits associated with each option;

�x A cost-benefit analysis requiring the preparation of a baseline scenario of no regulatory

action and a comparison of the costs and benefits of various regulatory alternatives to the

baseline scenario. The cost-benefit analysis will include a step where additional

constraints can be imposed, which may lead to the elimination of certain regulatory

proposals;

�x The third part of the system consists of a public consultation, inviting stakeholder

comments to the proposed regulatory impact assessment. The regulator would then

revise the impact assessment to reflect stakeholder comments.

�x The fourth part of the system consists of a peer review process pursuant to which the

regulatory impact assessment is reviewed by an independent body. Robust peer review is

a critical element of any "better regulation" strategy. Peer review of this kind exists

already for cost-benefit analysis performed in the United States and regulatory impact
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assessments performed in the EU. In the field of electronic communications, a specific

review system exists pursuant to which the European Commission reviews national

regulatory proposals, and can in some cases veto them, prior to their adoption by national

regulators. The system proposed in this thesis would require that proposed national

measures affecting internet intermediaries undergo a similar review process.

�x Finally, the system would require periodic ex post reviews to ensure that the measure

continues to deliver the expected benefits in spite of technological and market

developments. Regulations that are no longer fit for purpose would be amended or

removed altogether.

Chapter 7 will point out weaknesses of the proposed system and areas for future research.

In conclusion, the thesis will propose tools that will help determine what action (if any) is

appropriate to deal with a given problem of harmful content, including what institutional

framework, and what internet intermediary. The methodology will help trace lines, as illustrated

on the following figures:

Figure 1: A combination of institutional framework and technical meas ure to deal with hate
speech
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Figure 2: a combination of institutional framework and technical m easure to deal with
copyright infringement

The methodology will necessarily be imperfect given the many variables involved and the

difficulty measuring them in an objective manner. The methodology will also create extra costs of

its own. Regulatory impact assessments, public consultations and institutional peer review take

time and resources that could be invested elsewhere. These extra costs would have to be

compared to the benefits derived from better rulemaking. Better rulemaking means laws and

regulations that are effective, create fewer costs and adverse side effects, are more predictable,

consistent, and future-proof.

Applying cost-benefit analyses to internet regulation will help make trade-offs more visible, avoid

costly errors, and will lead to the emergence of international best practices. Without the

methodology, the accumulation of uncoordinated national measures will lead to the balkanisation

of the internet.
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CHAPTER 2 - PRESENTING THE VARIABLES OF THE COST -BENEFIT EQUATION

1. INTRODUCTION

As noted in Chapter 1, this thesis presents a methodology for evaluating regulatory measures

relating to content policies. The methodology involves several variables, which I present briefly in

this chapter. Subsequent chapters will take a deeper dive into certain variables and balancing

tests.

The methodology starts with a given content policy , for example a policy to reduce or eliminate

images of child pornography online, or a policy to apply the "right to be forgotten."

For any given content policy, there should exist an ideal combination of internet intermediary

action (eg. website blocking based on DNS server) and institutional framework (eg. self-

regulation) that maximize the net benefits of the measure. The net benefits are equal to:

a) the benefits for society flowing from application of the measure;

b) less the direct and indirect costs resulting from the measure.

The direct and indirect costs include:

i. the direct costs of implementation of the measure by the internet intermediaries;

ii. the direct costs of the institutional framework, including enforcement costs;

iii. the costs associated with interference with fundamental rights, including freedom of

expression, privacy, procedural fairness, the right to property and the right to conduct a

business;

iv. the costs associated with interference with the open internet including harm to innovation;

v. the costs associated with other unintended effects, including changes in user behavior.

This chapter will provide a brief overview of these benefits and costs. Many benefits and costs will

be difficult to measure, making a standard cost-benefit analysis difficult. Chapter 6 proposes

explores ways of quantifying certain benefits and costs, or using qualitative labels where

quantification is not possible.

The diagram below shows on the y axis the level of net benefits and on the x axis the level of

enforcement of the relevant content policy using different regulatory options. Q1 represents the

ideal level of enforcement, ie. a measure that maximizes net social benefits. The measure Q2

provides a more complete level of enforcement of the relevant content policy, but does not

maximize net social benefits when all costs (including effects on fundamental rights and the

internet ecosystem) are taken into account.
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Figure 3: The ideal level of enforcement of a content policy is the one t hat yields the

highest net social benefits (x axis = level of enforcement, y axis = total benefit s less total

costs)

This chapter will provide a brief overview of five main variables in the "net social benefits"

equation, ie.:

- the content policy that requires an enforcement measure. Those content policies are

intended to address market failures;

- the kinds of internet intermediaries that can potentially take action to enforce the content

policy;

- the institutional options that are available;

- the potential harms to fundamental rights;

- the potential harms to the internet ecosystem.
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2. CONTENT POLICIES

There are a range of content policies that internet intermediaries could potentially help enforce.

For some content policies, the involvement of internet intermediaries may be highly effective

without significant side effects. For other policies, the involvement of internet intermediaries may

be ineffective, or worse: The harmful side effects may outweigh the benefit derived from the

measure.

Below is a list of fifteen categories of content policies that may prompt proposals for internet

intermediary action. The content policies described below reflect government responses to

market failures. In some cases, the content policies are designed to protect property rights,

which are necessary to ensure an efficient allocation of scare resources. In other cases, the

content policy is designed to compensate for negative externalities, as in the case of policies

designed to limit spam and the use of cookies. The content policy may be designed to ensure

that a market for certain criminal activities, e.g. the sexual exploitation of children or the sale of

illegal drugs, does not exist at all, because of the intolerably high negative externalities that those

transactions create.

The existence of a given content policy, such as a law prohibiting copyright infringement or child

pornography, constitutes a first level response by government to a market failure. The second

level of analysis, and the one most relevant for our discussion, is whether existing government

mechanisms for enforcement, combined with existing market-based enforcement mechanisms,

provide an optimal level of enforcement. If the answer is no, then some form of regulatory

intervention may be necessary to bring enforcement mechanisms closer to a socially optimal

level. This regulatory intervention may implicate internet intermediaries.

As will become evident in Chapter 6, the existence of a given content policy will usually be taken

as a given in any regulatory impact assessment. The key question will not be whether the

content policy should exist, but whether the level of enforcement is optimal. In some cases,

internet intermediaries may have a role in building a socially optimal enforcement strategy. The

actions of internet intermediaries may flow from self-regulatory measures or from government

constraint. In other cases, the socially optimal enforcement strategy may rely exclusively on

traditional enforcement tools used by the police and/or litigation before civil courts.

Below is a non-exhaustive list of content policies for which internet intermediaries may have a

role to play.

2.1 Cybersecurity threats

Internet intermediaries have long contributed to the fight against malicious software code

and other forms of cyber-attacks. Cyber security threats may consist of malware,

spyware, denial of service attacks, or other techniques designed to disrupt computer

systems and/or steal confidential information from systems. internet intermediary action
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here has long been considered effective and essential to protect the internet and its

users. Most internet intermediaries already take action to protect their services and

customers against cyber-attacks. Cyber-attacks create costs for internet intermediaries,

and the risk of these costs is to a large extent internalized by internet intermediaries. The

market therefore provides a reasonably high level of cyber security enforcement, without

the need for government regulation.

Like national defense, certain aspects of cyber security have the characteristics of public

goods, and may be under produced without regulatory intervention. For example, to build

an effective national cyber-defense strategy, it may be necessary for corporations to

disclose to government authorities information about cyber-attacks. Yet such information-

sharing will generally not occur without a regulatory obligation because the information-

sharing will create costs for corporations, and they will have a tendency to free-ride in the

absence of regulatory constraint.

2.2 Spam and phishing

Spam and phishing do not aim directly to disrupt computer systems, but instead seek to

take advantage of vulnerable internet users. Some forms of spam may be legitimate

advertisements. But they are sent to millions of e-mail addresses simultaneously at

almost no cost for the sender. The massive sending of e-mails creates negative

externalities: annoyance for internet users and potential risk for the network. Phishing is a

form of internet fraud in which the sender of the spam pretends to be a bank or other

legitimate vendor, and thereby tries to obtain through fraud confidential information from

the internet user.

2.3 Cookies and other form of tracking software

Unlike spyware, cookies generally serve legitimate business purposes. They are used to

track internet users' browsing habits in order to make browsing easier, to permit the web

publisher to gather statistics, and to permit web publishers and advertising networks to

place targeted advertising. Certain uses of cookies pose privacy threats, particularly when

cookies share browsing habits with advertising networks to facilitate behavioral

advertising. The market failures here are information asymmetries: consumers do not

know what cookies are doing and therefore cannot make rational decisions. Data privacy

laws may therefore require that users be informed of the presence of cookies and that for

certain uses of cookies (eg. advertising) users give their prior consent. Targeted

advertising permits web publishers to provide free services and information to users,

contributing to the diversity of content available on the internet. Therefore content policies

that limit the use of advertising cookies must be balanced against the benefits that

cookies bring to web publishers, and ultimately to users.
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2.4 "Right to be forgotten" content

Certain content may be perfectly legal, but its availability on the internet may cause

damage to individuals. For example, an old newspaper article describing the financial

difficulties of an individual may continue to appear prominently in search results, even

though the article is outdated and not relevant to the individual's current life and financial

situation. Individuals may also be harmed by articles or photos describing unflattering

events that occurred in the person's youth. To address this kind of harm, the European

Court of Justice held that individuals have the right to ask search engines to eliminate

from search results content of this kind, as long as the elimination does not unduly

interfere with freedom of expression.12 The United States also has laws that recognize a

"right to be forgotten" in limited situations. California's so-called "Eraser Law"13 allows

minors to require the deletion of photos or other information that they previously posted

on social media; the Federal Credit Reporting Act (FCRA)14 prohibits organizations that

provide credit scoring from taking into account negative events that occurred more than

seven years previously. The application of the European version of the "right to be

forgotten" poses complex problems for governments and internet intermediaries because

each delisting requires a fact-specific balancing of fundamental rights. The territorial

reach of the right to be forgotten is also highly contentious.

From a law and economics perspective, the harm caused to a person as a result of his or

her unflattering (but true) information being readily available to anyone searching the

internet using the person's name could be considered as a negative externality, ie. the

cost caused to the person is not taken into account in the transaction between the

supplier of the search service and the user of the search services. Posner (1978) argues

that the availability of true but unflattering information leads to efficient transactions, both

in professional and private contexts. The availability of information reduces inefficient

search costs, and fewer transactional errors due to information asymmetries.

The user of a search engine purchases a search service precisely in order to find

information about the object of the search. When the search term is a person, the

information sought may include unflattering information. The searcher therefore derives a

private benefit from finding such information, and that benefit may offset in whole or in

part the cost suffered by the person whose embarrassing information was revealed. The

"right to be forgotten" therefore does not resemble classic situations of negative

externalities, because the thing that is being purchased and which has value for the

purchaser is precisely the thing that creates the harm to the third party. This is similar to

the situation of a person offering to pay a dollar to a factory to emit a certain amount of

pollution because the purchaser derives benefit from the pollution emitted (even though

12 CJEU Case n°C-131/12, Google Spain v. AEPD and Costeja, May 1 3, 2014.
13 CAL. BUS. & PROF. CODE § 22581 (West 2015).
14 15 U.S.C. § 1681.
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the pollution bothers a neighbor). If there were a market in the pollution, the neighbor

would pay the factory, or the prospective purchaser of pollution, in order to prevent the

transaction from taking place. If the victim's offer exceeds the purchaser's, the transaction

would not take place. Conversely, if the purchaser of the pollution proposes more than the

victim, the transaction would take place, and this would be efficient.

In the case of unflattering information, the same reasoning would apply. If the value of the

information to the searcher is higher than the value of concealment to the victim, the

information should be revealed. However as Posner (1978) points out, the market in true

information is different from other markets. The concealment of true information about

goods or persons would yield inefficient transactions (eg. hiring decisions) based on

incorrect information (information asymmetries). The concealment would generate

inefficient search costs such as hiring a private detective instead of using a search

engine, and lead to potential adverse selection effects, in that a searcher may assume

that all persons are hiding unflattering information, even those who aren't.

Unfiltered search results also provide significant positive externalities to web publishers.

Web publishers are not party to the transaction between the provider of the search

service and the user, or party to the transaction between the provider of the search

service and advertisers. They are third parties, and derive significant benefit from search

transactions because their content is visible to those looking for it. This avoids having to

spend large sums on advertising. Search neutrality, like net neutrality, creates significant

positive externalities that also must be considered when imposing "right to be forgotten"

policies on search engines.

The "right to be forgotten" is relatively new, and has not yet been studied by economists.

Under what conditions the right to be forgotten yields a welfare-maximizing outcome is

beyond the scope of this thesis. What is important here is how regulators should evaluate

different technical and institutional alternatives for achieving the desired "right to be

forgotten" outcome.

2.5 Illegal online gambling

Gambling is highly regulated in most countries. The purpose of regulation is both to

protect individuals against gambling addiction and to protect the public against the

development of organized crime and money laundering in connection with gambling

operations. In some jurisdictions, gambling of all forms is illegal. In other jurisdictions,

gambling operations are legal but require a license. In both cases, jurisdictions will seek

to enforce their policies by preventing citizens from gambling on illegal gambling websites,

most of which will be situated outside of the relevant country. Internet intermediaries are

often asked to help limit access to these offshore web sites.
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Laws designed to fight illegal online gambling include France's so-called "ARJEL" law,

which created an independent regulatory authority in charge of licensing legitimate online

gambling platforms, as well as making a list of illegal platforms to which access should be

blocked.15 The ARJEL regulatory authority must apply to a court for an order requiring all

internet access providers in France to block access to the illegal gambling sites.

Like cigarette smoking, online gambling is a demerit good that generally creates more

harm than good to the gambler. Yet because of myopia and addiction effects, the

individual will not be able to weigh the harm and benefits in a rational manner, leading to

decisions that are not in the gambler's own interest. Gambling also creates negative

externalities, by leading to personal bankruptcies, and markets for illegal loans, which hurt

third parties. Finally, online gambling can create problems of information asymmetries,

because it is very hard for gamblers to distinguish honest online gambling sites from ones

that are dishonest or linked to organized crime.

2.6 Sale of cigarettes and alcohol

The sale of cigarettes and alcohol is regulated both to protect public health, particularly

that of minors, and to raise tax revenues for the state. Cigarettes and alcohol are demerit

goods, creating harm to those who consume the products but also harm to third parties,

thereby creating negative externalities. Jurisdictions applying these policies will seek to

prevent consumers from purchasing cigarettes and alcohol via the internet from vendors

who are not subject to the regulations of the relevant jurisdiction.

2.7 Counterfeit drugs, illegal drugs

Drugs are also highly regulated. Some drugs are illegal in all circumstances (eg. heroin),

other drugs require a prescription. A growing problem is the sale via internet of counterfeit

drugs, ie. drugs that are made to appear identical to legitimate drugs but are in fact illegal

copies. The copies are at best ineffective, at worst highly dangerous. A buyer may not

know the difference between a legitimate drug and a fake. Internet intermediaries may be

asked to help shut down these dangerous web sites.

2.8 Intellectual infringement

The internet has made it easy to violate copyright and trademark laws. Individuals can

create digital copies of protected works (music, films, books, photos, sheet music) with

relative ease and make the works freely available on the internet. Copyright violations on

the internet can originate from organized criminal operations, or from the actions of

ordinary citizens who wish to share or consume content without monetary gain. Sale of

counterfeit goods is also facilitated by the internet, leading to harm to purchasers who

think they are buying a product with a particular level of quality, and to legitimate sellers

15 Law n°2010-476 of May 12, 2010.
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who invest in product development and advertising and who are taken advantage of by

free-riding counterfeiters. Copyright and trademark infringement laws protect a property

right, thereby nudging people to acquire protected works and products through the

legitimate market as opposed to through black market mechanisms. Internet

intermediaries will often implement policies to limit online infringement, either pursuant to

their own internal policies, or as a result of government regulation.

There are numerous examples of laws and self-regulatory initiatives designed to fight

online copyright infringement. One of the best known examples internationally is the

French HADOPI law, described in Chapter 1.

Other examples include the UK's Digital Economy Act, which calls for an industry

agreement involving ISPs and other stakeholders, failing which additional regulatory

measures would be imposed on internet intermediaries. The United States relies heavily

on the Digital Millennium Copyright Act to impose notice and take-down obligations on

internet intermediaries for copyright infringement. The UNITED STATES also has a

system for seizing the domain names of websites that infringe intellectual property.

Finally, the UNITED STATES has implemented a self-regulatory framework, called the

Center for Copyright Information, that resembles in many respects the French HADOPI

regime.

Many question whether the property right created by copyright laws is overly restrictive in

the digital era. Proponents of copyright reform argue that certain digital uses of protected

works should be permitted under an extended "fair use" exception to copyright. The

debate on the scope of copyright is beyond the scope of this thesis, but sometimes

interferes with the debate on the role of internet intermediaries. The way digital

intermediaries enforce copyright can affect how copyright exceptions are applied in

practice, thus affecting the scope and existence of the right itself.

2.9 Defamation and the protection of privacy

Certain content published on the internet will is illegal because it is defamatory or

wrongfully invades an individual's privacy. Photos taken of a person in a private setting

may be illegal, as may be the publication of information relating to an individual's private

life (eg. her confidential health information). Under law and economics, the existence of a

privacy right is considered efficient so that people do not invest needlessly in high walls

and security measures, and so that people communicate more freely. Publishing false

and harmful information about an individual is defamatory. False information about

people, like false information about goods, leads to inefficient transactions.

The publishers of the defamatory or privacy-invading content may be impossible to locate,

making enforcement on the internet difficult. Internet intermediaries may be called on to
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help. Content that violates defamation or privacy law will be removed at the source

wherever possible, because the individual victim's rights will outweigh the publisher's

freedom of expression and the public's right to access the information. In other words,

the objective will be to remove the content entirely from the internet, or block its access if

removal is not possible. This contrasts with the "right to be forgotten," where the

underlying content is not defamatory or a serious enough violation of privacy rights to

merit removal. Instead, the content should only be made more difficult to find when using

certain search terms.

2.10 Websites promoting racial, ethnic or religious hatred

A number of countries prohibit websites that promote racial, ethnic or religious hatred.

The First Amendment of the United States Constitution prohibits the state from adopting

laws that regulate speech based on the ideas conveyed, which limits the United States

government's ability to prohibit so-called "hate speech". In Chapter 3 I explain that

"chilling effects" are largely behind this broad interpretation of freedom of speech

principles. In European countries, constitutional freedom of expression principles give

more flexibility to the state to regulate content that promotes racial hatred or anti-

Semitism. Internet intermediaries frequently assist in eliminating hate speech on the

internet, either through voluntary acceptable use policies, or through government-imposed

measures such as blocking. Chapter 3 examines the law and economics justification for

prohibiting (or not) hate speech.

2.11 Regulations designed to protect local culture and language

Certain countries have regulations to promote local film production, local culture and

language. These rules are generally part of the country's broadcasting regulations.

However, as the difference between traditional broadcasting and internet content

becomes blurred, a number of countries are considering how regulations designed to

protect and promote culture on television can be applied to the internet. Some proposals

would involve internet intermediaries as vectors for cultural policy. For example, the so-

called "Lescure Report" in France16 proposed that ISPs allocate more bandwidth to online

video platforms that voluntarily agree to promote French culture and audiovisual

production. The objective of these cultural policies is generally to redistribute wealth

toward producers of local content, so that they remain viable in the face of lower-priced

popular content from the United States. The mechanism is similar to regulations designed

to protect local agriculture. The rationale for these regulations is generally that a rich

cultural ecosystem is a public good that will be under-produced by the market without

public intervention.

16 P. Lescure, "Contribution aux politiques culturelles à l'ère numérique", May 2013.
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2.12 Advertising laws

Consumer protection laws govern all forms of advertising. Broadcasting laws generally

contain additional rules for television advertising. Advertising laws may seek to address

information asymmetries and/or seek to discourage consumption of demerit goods.

Countries may seek to apply these advertising policies to content on the internet, even

content that originates from outside the country. As is the case for other content policies,

it is not inconceivable that internet intermediaries might be asked to help police these

measures, by blocking certain forms of advertising that violate local laws.

2.13 Protection of minors against adult content

Some content is legal for adults, but prohibited for minors. A major objective of

broadcasting laws is to protect minors from sexually explicit and violent content. Providers

of adult content are generally required to make sure that only adults may access the

content. For some content, it may be sufficient that the program be scheduled late at night

and/or have a warning label advising that the content may be inappropriate for young

viewers. Lawmakers will try to find ways to make sure that these measures are applied on

the internet, potentially calling on internet intermediaries to implement age verification

mechanisms. Parental control software already addresses this issue in part.

So-called "adult" content is linked to a broad category of content considered

"inappropriate," including nudity, violence or degrading content. Many social media

platforms prohibit this sort of inappropriate content under their acceptable use policies.

I will examine these acceptable use policies in Chapter 4, under the heading "unilateral

self regulation."

Regulation of adult content must take into account the harm caused to the viewer of the

content, but also potential harm to third parties (externalities). These harms must be

weighed against freedom of expression. The harms to the viewer and to third parties are

potentially much greater when the viewer is a child, because of the effects on the child's

personality and future development.

2.14 Child pornography

Images depicting the sexual exploitation of children are illegal in virtually all countries.

Police attempt to identify and arrest persons who possess and share such images.

Governments may also take measures to ensure that websites proposing such images

are not accessible to the public. These government policies are supplemented by self-

regulatory programs implemented by internet intermediaries in cooperation with law

enforcement authorities.



Chapter 2 – Presenting the variables of the cost-benefit equation

- 29 -

Examples of initiatives designed to limit online child pornography include France's so-

called LOPPSI 2 law17 which authorizes the Ministry of Interior to create a list of URLs

corresponding to websites with images of child pornography. The Ministry of Interior may

then require internet access providers to block access to the relevant URLs. On the self-

regulatory front, internet intermediaries participate in the INHOPE network, which permits

a centralized reporting of child pornography sites. Internet intermediaries then voluntarily

take steps to impede access to the relevant sites. For example, British Telecom

implements a so-called "Clean Feed" system to impede access to child porn sites.18 This

is done on a purely voluntary basis.

2.15 Content promoting terrorism

In an effort to limit access to websites that recruit young and vulnerable people to join the

so-called Islamic State and other terrorist organisations, France recently enacted a law

permitting the police to require ISP blocking of websites that promote terrorism.19 The

blocking can be ordered by the government without a court order. As I will explain in

Chapter 3, blocking websites without a court order raises concerns about fundamental

rights. One of the important safeguards of fundamental rights is to make sure that a judge

is involved when a fundamental right is curtailed.

3. ASSISTING LAW ENFORCEMENT

In addition to asking internet intermediaries to help enforce pre-defined content policies,

governments also rely on internet intermediaries to help locate criminals and gather evidence for

criminal investigations of all kinds. This is generally done by asking certain intermediaries to

provide metadata that can help track a suspected criminal's online activities. In the context of

criminal investigations, the metadata is provided only after the police have obtained an

authorization from a prosecutor or judge. In the context of intelligence gathering activities,

government agencies are subject to fewer constraints, and may in some cases collect large

amounts of metadata directly from internet intermediaries. The internet intermediaries' role in

assisting law enforcement or intelligence agencies is not linked to a particular content policy, and

therefore falls outside the scope of this thesis.

Nevertheless, the role of internet intermediaries in assisting law enforcement involves many of

the same trade-offs as those examined here. For example, how far may governments go in

asking internet intermediaries to gather data and make the data available to the government?

What surveillance techniques are proportionate? An EU-funded study called "SURVEILLE"

attempts to build a methodology for examining these questions, a methodology that shares some

characteristics with the system presented in this thesis. I examine the SURVEILLE project in

more detail in Chapter 7.

17 Law n°2011-267 of March 14, 2011.
18 https://en.wikipedia.org/wiki/Cleanfeed_(content_blocking_system) (consulted January 22, 2017)
19 Law n°2014-1353 of November 13, 2014.
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4. VALUING CONTENT POLICIES AND THEIR ENFORCEMENT

For the purposes of building our methodology, we should assume that all content policies have

legitimacy in the relevant country where they were adopted, ie. they have all been adopted by a

democratically-elected legislature after debate, and are subject to appropriate constitutional

guarantees. I therefore exclude from discussion content policies with doubtful legitimacy, such as

content policies adopted by totalitarian governments to suppress political dissent.

All of the content policies examined in Section 2 above are presumed legitimate, but they do not

all have equal importance to society. The fight against terrorism, child pornography and

counterfeit drugs will likely be more important to society than content policies designed to curb

online copyright infringement. This does not make rules designed to curb online copyright

infringement any less legitimate than rules designed to fight child pornography. It simply means

that where enforcement resources are limited, there may be a compelling argument for devoting

more resources to the fight against child pornography than to the enforcement of online copyright

infringement. This would be the case, for example, if for a given 1,000�¼of enforcement

resources, society could save one child from sexual assault, compared to preventing 1000 illegal

movie downloads. (This assumes that society values the saving of a child more than preventing

1000 downloads, which is a reasonable assumption.)

Content policies generally carry different values in terms of society's "willingness to pay" for

enforcement. The price society is willing to pay to prevent terrorism may be higher than the price

society is willing to pay to enforce rules designed to protect local cinema production, for example.

The price attached to a given content policy will help determine the amount of tax revenues

devoted to the policy's enforcement, and the number of trade-offs and collateral harms that

society is willing to accept in order to enforce the policy. For example, society may tolerate more

intrusions of privacy in the context of fighting terrorism than in the context of fighting copyright

infringement. Some actions by internet intermediaries may be justified for enforcing a high-stakes

content policy, whereas the same action would not be justified for enforcing a content policy that

has a lower value to society.

Trying to create a hierarchy of content policies using a willingness to pay measurement is fraught

with difficulty, and can lead in some cases to absurd results. First, there exists no market for

content policies, so willingness to pay can only be guessed at. Second, just because fighting child

pornography commands a higher willingness to pay than fighting copyright infringement does not

mean that resources should always be devoted to child pornography at the expense of copyright

infringement. Societies will generally devote resources to both, but in different amounts.

Another complicating factor is the absence of consensus on the social importance of certain

content policies. Critics of copyright laws argue that certain aspects of copyright law reflect the

highly-effective lobbying of certain industry groups as opposed to a balanced representation of

citizens' views. Thus content policies, like any other aspect of lawmaking, can be subject to
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various degrees of regulatory capture (Stigler, 1971). The problems associated with valuing

content policies and fundamental rights will be addressed in more detail in Chapter 6, which deals

with cost-benefit analyses.

Each content policy may have an ideal enforcement strategy associated with it. Shavell (1993)

examines the factors that determine the theoretically optimal form and level of law enforcement.

Shavell's determinants show when enforcement efforts should occur, ie. before the act, via

prevention and deterrence measures, or after the fact, via punishment (fines and imprisonment).

Other determinants influence the form that sanctions should take, ie. monetary sanctions or

imprisonment, and whether private or public enforcement (or a combination of the two) is optimal.

Enforcement strategies are closely linked to the type of content policy that is being applied. As we

will see in Chapter 6, one of the most difficult tasks for policymakers will be to define their

enforcement objective with precision. What level of preventive measures do we expect internet

intermediaries to apply. In most cases, 100% enforcement of a content policy will not be optimal

because of the high level of associated costs. As noted in Section 1 of this chapter, optimal

enforcement will occur at a point where social benefits net of costs are maximized. This will

generally occur at a point where the sum of (i) the costs of enforcement plus (ii) the costs of the

relevant harm that the content policy seeks to address, is minimized.

5. INTERNET INTERMEDIARIES

Now that we have identified the main categories of content policies, let us look at the internet

intermediaries that might be called upon to promote the content policies, and the actions they

might take. Whether internet intermediaries should take such action, and in what institutional

framework (self-regulation, government compulsion), will be examined later.

Below is a list of internet intermediaries that could be called on to enforce a content policy, and a

short description of the measures they might take. The list does not purport to be exhaustive.

5.1 Search engines

Search engines can take several actions to limit access to undesirable content. The first

is to make sure that sites presenting undesirable content do not purchase advertising on

the search engine, and therefore do not appear in the list of sponsored search results.

For example, a search for information about Viagra would not show a sponsored link for a

known vendor of counterfeit drugs. The second potential measure consists of ensuring

that the relevant site does not turn up at all in the search results, or does not appear in

the search results for certain national versions of the search engine. This is what

happens when a search engine delists a site completely in response to certain name-

based searches under a so-called "right to be forgotten" request. The third option for

search engines is to adjust search results so that the undesirable content appears low in

the rankings. This solution might be appropriate where delisting the site entirely might
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create a disproportionate restriction of freedom of expression. An example of this sort of

action is where the search engine gives higher priority to music or video download sites

that have received a trust seal, or lower priority to sites that numerous internet users have

complained about. This solution has been discussed in the context of the text of Mein

Kampf, which fell into the public domain in 2016. Search engines would give higher

ranking to the version of Mein Kampf that is commented by respected historians, and

lower ranking to sites that use Mein Kampf for revisionist propaganda (Alexandre, Coen &

Dreyfus, 2016).

The measures applied by a search engine might also be limited to certain geographic

areas. Search engines often have localized versions of their sites that internet users see

by default based on their IP address. For example, an internet user in France will

generally hold an IP address belonging to a French ISP. When that internet user goes to

a search engine, the search engine will recognize the IP address as belonging to a

French ISP and present to the internet user the French localized version of the search

engine. Geographic adjustments of search results based on the IP address of the user

are relatively easy for users to avoid. If they take affirmative steps, users can obtain

access to another version of the search engine. However, only a small percentage of

users actually do this.

More drastic geographic restrictions can be implemented, but those generally involve

more intrusive and disproportionate measures that violate international law. For example

a regulator might want to impose on the search engine a change to its worldwide search

results, a measure that would have the effect of extending the enforcement of the

country's content policy to worldwide users of the search engine. For example, content

that violates a content policy in Turkey would also be delisted for users in the United

States or France. Another option would be to ensure that all internet traffic transits

through a single gateway, making circumvention of the localized version of the search

engine impossible. This technique is used in certain totalitarian countries. We see from

this example that the range of actions is quite broad, going from relatively light touch

measures to measures that have a strong adverse effect on freedom of expression

worldwide. These adverse effects must be included in the cost-benefit analysis that I

present in Chapter 6.

5.2 Hosting providers

Hosting providers contract with providers of content to make their content available on the

internet. Hosting providers constitute the entry point for content onto the internet and are

the closest link to the person publishing the content. The notice and takedown rules that

exist under United States and European law were drafted with hosting providers in mind.

Once a hosting provider takes down content, the content is in theory eliminated at its
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source. In most cases, the hosting provider has a contractual relationship with the

original publisher of the content and can therefore inform the publisher about the

takedown request and seek the publisher's comments. The hosting provider is the

internet intermediary located closest to the source of the illegal content, and has in theory

a direct contractual link with the content's publisher.

This simplified image of hosting providers and of takedown mechanisms is complicated

by several factors. First, content that is eliminated at its source by the hosting provider

may still exist on other caching servers belonging to other internet intermediaries. In

theory, operators of caching servers are supposed to verify continuously that the source

content is still present on the original hosting server and should eliminate content that has

been removed from the original host. In practice, however, many caching servers will

retain copies of the original content long after the source copy has been eliminated. The

second complicating factor is that the notice and takedown rules that regulate how and

when hosting providers eliminate undesirable content are not universally applied.

Publishers of undesirable content will often use the services of a hosting provider located

in a country that does not have notice and takedown rules, or in a country that has such

rules, but doesn't enforce them.

Many social media platforms are considered hosting providers and therefore apply notice

and takedown rules with respect to the content posted by users. The notice and

takedown rules imposed by law will often be supplemented by contractual terms of use

imposed by the platforms on their users. Under its terms of use, the hosting provider may

proactively screen for certain kinds of undesirable content or remove undesirable content

(eg. nudity) upon receipt of a complaint. The terms of use may expand the notion of

undesirable content to include content that is not necessarily illegal but that violates the

acceptable use policy of the service, e.g. nude or degrading photos. This self-regulatory

aspect of hosting providers will be examined in Chapter 4.

5.3 Internet access providers

The internet access provider ("IAP") is the telecommunication provider that connects end-

users, and provides them with access to the internet.

The internet access provider is generally the subscriber's cable operator, mobile operator,

or copper or fiber telecom operator. In sparsely populated areas, a satellite operator may

be the IAP. When an internet user connects to the internet through his or her employer or

school, the internet access provider may be the employer or school. For example,

university students may connect to the internet using the university network; government

employees may connect to the internet using the government network. The university or

government network will be deemed the IAP in those cases.
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Internet access providers routinely analyze and filter internet traffic in order to protect the

network and their users from harmful viruses and other cyber security threats. Some

corporate, government and university networks also block access to certain undesirable

content, such as pornography sites or peer-to-peer services. However, beyond this,

internet access providers generally do not take measures to voluntarily block content

unless they are required to do so by a court or government order. What internet access

providers may or may not filter, and on what basis, are highly contentious issues. They go

to the heart of the net neutrality debate.

The net neutrality debate has two aspects. The first aspect is whether an internet access

provider may block or slow traffic for its own commercial or competitive purposes. The

second is whether an internet access provider may block or slow traffic for public policy

reasons. Most of the net neutrality debate has focused on the first aspect, ie. whether an

internet access provider can charge a premium to certain content providers in order to

give them higher quality service, while leaving other content providers with a slower

service. As regards the second aspect of the net neutrality debate, most commentators

believe that IAP blocking for public policy reasons should be conducted with extreme care

and only after a court decision. The reason for this caution is that any action by an

internet access provider would create a number of undesirable spillover effects that would

harm individual users' freedom of access to information, as well as the proper functioning

of the internet. Because of these negative externalities, blocking measures should

therefore be decided by a court.

internet access providers are technically able to limit subscribers' access to certain

content. However, the technical tools used to accomplish blocking are imperfect. One

mechanism consists of interfering with the internet address lookup function on the DNS

server. The internet access provider alters the data on its own DNS server so that the

DNS server provides wrong address information for certain domain names, making it

impossible for the user to reach the desired site. Critics view this form of DNS blocking as

a dangerous form of tinkering with the internet's universal addressing system. It is a

technique used by hackers for "man in the middle" attacks.

Internet access providers may also block access to certain IP addresses. The problem

here is that a given IP address may be shared by many content providers. Consequently,

using an IP address as a means to block access to content creates a risk of blocking

access to large amounts of other perfectly legal content.

Internet access providers are also able to apply deep packet inspection (DPI) to identify

with precision certain undesirable content and then either block the content or slow it

down. This form of filtering creates a significant risk for individuals' right to privacy. Deep

packet inspection tools of this kind may be used by internet access providers to identify
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cybersecurity threats. DPI may also be used in totalitarian countries to spy on individuals'

internet use and identify political opponents. Deep packet inspection also creates

technical challenges: DPI may slow down the network and/or be costly to deploy.

Internet access providers may also apply more "light touch" measures, such as sending

warning notices to certain internet users who repeatedly download copyrighted content

without permission. The internet access provider may also provide the identity of the

subscriber to administrative authorities, who may send warning notices to the subscriber,

or even apply sanctions. This is how "graduated response" mechanisms work, which are

designed to discourage users from violating copyright law.

Internet access providers also respond to law enforcement and court requests to provide

information on the identity of the subscriber, and on the internet sites accessed by the

user. In this way, they contribute to law enforcement efforts to punish the authors of

undesirable content, but do not intervene directly in blocking content.

5.4 Internet domain name registrar

The management of the internet's addressing system is delegated to a limited number of

organizations in the world. For example, the United States corporation VeriSign manages

the addressing system for all domain names that end in .com, .gov, .net or .org. The

French organization AFNIC manages the addressing system for domain names that end

in .fr. These organizations maintain the central database that permits a given domain

name to be associated with a particular IP address. The central database is like a central

phone book that is then replicated at a local level around the world so that each internet

access provider and each internet backbone provider has the same phone thesis in its

own DNS servers.

By altering the central database entry for a given domain name, an internet addressing

authority can send false address information to local DNS servers around the world. This

can have the effect of blocking access to a given website at a global level. This is what

occurred when the United States Department of Justice seized the domain name

Megaupload.com. The United States government took possession of the domain name as

if it were a physical object located in the United States, and required that VeriSign change

the IP address associated with that domain name. This changed the address data in the

central database and the false address information was then replicated in the DNS

servers around the world. The effect was that anyone attempting to connect to the

Megaupload.com site was rerouted to a web page created by the United States

Department of Justice.
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Publishers of illegal content can quickly set up new sites, with new addresses, and avoid

the effect of these kinds of blocking measures. The DNS blocking must be constantly

updated to be effective.

5.5 Payment service providers

Some of the most serious forms of illegal content on the internet (eg. Illegal drugs) involve

payment by end users. Because payment cannot be made in cash on the internet, sellers

of illegal content must rely on payment service providers. Payment service providers are

regulated, and rely on the international banking system. Where providers of payment

services refuse to provide service to sellers of illegal content and services, this can

contribute to drying up their source of funds.

Certain new payment services are not regulated and do not depend on the international

banking system. Peer-to-peer payment services, such as Bitcoin, are decentralized and

can be used even in cases where legitimate payment service providers refuse to do

business with the relevant merchant.

Using payment service providers as a proxy to limit access to illegal content and services

only functions for paying content. Free content is not affected. Moreover, new payment

technologies allow users and merchants to effect payments without relying on the

services of traditional payment networks. This can reduce the effectiveness of using

payment service providers as enforcers of content policies. Nevertheless, payment

service providers often voluntarily agree to discontinue service to sites that are manifestly

illegal. This is referred to as the "follow the money" approach to fighting illegal content.

The actions of payment providers generally result from non-binding charters or MOUs

(Memoranda of Understanding). Non-binding charters and MOUs are part of what I call

"multilateral self-regulation" in Chapter 4.

5.6 Internet advertising networks

Some websites offer illegal content for free, relying on advertising revenues from third-

party advertisers to fund the site. To earn money from advertising, a website generally

must use the services of one or more internet advertising networks. Those networks act

as intermediaries between the website and third-party advertisers. Most mainstream

brands do not want to be associated with undesirable content and will instruct ad

networks to avoid them. Conversely, some advertisers may actively seek out this kind of

content and be happy to place advertising on illegal websites. For example, an advertiser

for online gambling may want to advertise its services on other gambling sites, including

illegal ones.

Internet advertising networks are able to stop doing business with certain websites, which

has the effect of reducing the websites' ability to monetize advertising space. The
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effectiveness of this measure may be limited by the fact that alternative advertising

networks can easily emerge to serve the market. Unlike payment service providers, which

in theory are regulated, internet advertising service providers are unregulated, and

barriers to entry are low. As part of "follow the money" initiatives, major advertising

intermediaries undertake to cease providing service to sites that propose manifestly illegal

content. As is the case with payment providers, these initiatives are generally part of non-

binding charters or MOUs.

5.7 Application stores

Application (or "app") stores are centralized platforms that permit publishers of

applications to present their applications for download to end-users. The application

stores publish guidelines that application publishers must comply with in order to make

their application available on the platform. Not surprisingly, the application stores prohibit

applications that provide illegal content or services. Although each application is not

individually reviewed by the operator of the app store, once the application store receives

complaints it will evaluate the relevant application and eliminate it from the platform if it

does not comply with the app store's guidelines. In this respect the application store

resembles a hosting provider, acting pursuit to a "notice and takedown" procedure.

5.8 Content delivery networks (CDNs)

Content delivery networks provide services to providers of bandwidth-intensive content

such as video in order to improve the quality perceived by end-users. Typically a content

delivery network will transport content to caching servers that are located near the

internet access network of the end-user. When the end-user requests a given video, the

request is rerouted to a server located near the end users' internet access provider,

thereby reducing the distance and number of network hops required.

Before it was shut down by the United States Department of Justice, Megaupload.com

used the services of a large content delivery network to enhance the quality of service to

end-users. So far, content delivery networks have not been visibly involved in limiting

access to undesirable content.

5.9 Internet backbone providers

Internet backbone providers carry traffic between the upstream internet access provider

serving the hosting provider that hosts the content and the downstream internet access

provider serving the end-user. These internet backbone providers are interconnected with

each other through transit and peering agreements. The interconnection points between

backbone providers handle huge amounts of data, making individual filtering difficult.

Nevertheless, some totalitarian countries implement monitoring and filtering measures at

large internet traffic exchange points. Intelligence agencies in democratic countries may
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monitor data via infrastructure installed at the level of internet backbone providers.

However, filtering is generally not implemented at large internet exchange points, at least

in democratic countries.

Filtering at a centralized international gateway can make it difficult for end-users in the

country to work around filtering at the DNS level. However, such filtering reduces the

performance of the internet for users in the country, and transforms the local internet into

a national network, interconnected with the internet at a centrally controlled choke-point.

5.10 End-user software

Software or apps on the end-user's terminal can help block harmful computer viruses.

Parental control software can block access to adult websites. Ad blocking software can

limit advertising. Privacy software can limit cookies and other tracking devices.

Putting access control features on end-user software has the advantage of not interfering

with the normal operation of the internet. It also puts the end-user in control, and thereby

reduces the risk of interfering with the user's fundamental rights. Relying on software in

the user's terminal requires regular software updates, and thus may be less effective than

more centralized filtering measures. Moreover, because the end-user is in control, the

end-user can easily de-activate the system and obtain access to illegal, but desired,

content. This may frustrate one of the objectives of policymakers, who want to make

access to certain content difficult for users.

While in theory under the control of the end-user, end-user apps or software are also

controlled, at least in part, by the software publisher. The software publisher may make

choices by default. These default choices result in the blocking of certain content.

Although users can in theory override the publisher's default settings, the default settings

will in most cases remain untouched. The criteria used to set the default list of blocked

content can be based on objective public interest criteria, or may in some cases be

influenced by commercial or competitive considerations. For example, the ad-blocking

software AdBlock Plus seeks payment from certain large content providers in order to be

placed on AdBlock Plus's "Acceptable Ads" white list.20 This sort of commercial

negotiation with upstream content publishers is what defenders of net neutrality seek to

prevent.

5.11 Set-top boxes or modems

Set-top boxes and modems are generally under the control of the internet access

provider. The set-top boxes or modems may contain software installed by the internet

access provider to regulate access to certain content. In some cases, the end-user will

be provided an interface to modify default settings defined by the internet access

20 https://adblockplus.org/about#monetization (consulted January 22, 2017)
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provider. In other cases, the end-user will only be able to change the settings by

changing his or her account with the internet access provider. The account parameters

are then changed within the internet access provider's network and the update is pushed

to the subscriber's set-up box or modem via a software update. The software in the set-

top box and the modem are part of the internet access provider's network.

5.12 Device operating systems

The application programming interface (API) of device operating systems can contribute

to the protection of end-users against harmful content. The operating systems will have

measures to protect against cyber attacks that may result in the theft of end-user data or

unauthorized surveillance. APIs are also used to force app developers to implement

privacy-friendly policies. For example, the API will not allow the application to have

access to the user's list of contacts without obtaining explicit user consent. The same rule

may apply when an application seeks to access geolocation information within the device.

Consequently, publishers of operating systems can build in mechanisms that help enforce

content policies.

To date, most initiatives to limit access to harmful content have focused on notice and takedown

at the hosting provider level. "Follow the money" self-regulatory initiatives are frequent, as are

court-ordered blocking by IAPs at the DNS server. Search engines are also becoming popular

targets, as was demonstrated by the recent "right to be forgotten" cases.

The purpose of this list is to highlight the wide range of technical intermediaries and actions that

regulators may consider when approaching a problem relating to access to harmful content. The

methodology I propose in Chapter 6 requires the drafters of the impact assessment to list all the

potential internet intermediaries that might contribute to enforcing the content policy, so that no

alternatives are overlooked.

6. THE INSTITUTIONAL FRAMEWORK

By institutional framework, I mean the legal rules and institutions that provide the context in which

an internet intermediary may act to enforce a content policy. For example, in a purely self-

regulatory framework, the underlying legal rules will be contract law and liability rules applicable

to internet intermediaries. The institutions will be courts evaluating internet intermediary

behaviour after the fact. It is on this institutional framework that an internet intermediary will build

its self-regulatory program, via its contractual terms of use and an evaluation of potential liability

in different scenarios.

In a government-administered regulatory framework, the underlying legal rules will be the

regulations adopted by the legislature and the regulatory authority; the institutions will be the

regulatory authority and the courts.
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The point here is that internet intermediary actions never occur in a vacuum. They will always

arise in the context of an institutional framework of some kind. Even self-regulatory measures are

part of an institutional environment consisting of liability and property laws enforced by courts.

The choice of the institutional framework will affect the costs and benefits accompanying the

relevant measure. A well-crafted institutional framework will permit the enforcement mechanism

to achieve its intended result more effectively while minimizing adverse effects on fundamental

rights. By contrast, a poorly-crafted framework may cause the measure to miss its intended mark,

and/or aggravate harm to other rights.

The institutional framework is closely related to the question of the ideal law enforcement

strategy, a question I alluded to briefly in Section 4 of this Chapter. For example, general liability

rules will generally be more efficient when the victim is able to identify the person responsible for

the harm and enforce a damages award against him or her (Shavell, 1984). By contrast, where

the perpetrator of the harm is difficult to identify or is likely to not have assets sufficient to pay for

the harm, then regulation will in most cases be more efficient than liability rules. As expressed by

Shavell (1984),

"the measure of social welfare is assumed to equal the benefits parties derive from

engaging in their activities, less the sum of the costs of precautions, the harms done, and

the administrative expenses associated with the means of social control. The formal

problem is to employ the means of control to maximize the measure of welfare." (Shavell,

1984, p. 359).

In this thesis, the "institutional framework" corresponds to Shavell's "means of social control", ie.

the combination of legal rules and institutions that form the backdrop for internet intermediary

action.

Various institutional choices will be examined in Chapter 4. The methodology proposed in

Chapter 6 requires that various institutional frameworks be considered, and that the costs of each

alternative be taken into account in the cost-benefit analysis.

7. NEGATIVE EXTERNALITIES CAUSED BY INTERNET INTERMEDIARY ACTIONS

The effectiveness of any measure taken by an internet intermediary can be measured in the first

instance by comparing the cost of implementing the measure with the measure's success in

enforcing the relevant content policy. (Measuring "success" in enforcing a content policy is a

complex question in its own right, which I will examine in Chapter 6.) If an internet intermediary

can cheaply implement a measure that has a 99% success rate in enforcing the relevant content

policy (eg. prohibiting access to online child pornography), the measure would appear at first

glance worthwhile. In reality, the calculation is more complex because most measures

undertaken by internet intermediaries can create negative externalities, ie. costs to society that

are not internalized by the internet intermediary and its customer. The costs of these negative
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externalities may be much higher than the direct costs of the measure to the internet

intermediary, and may also outweigh the anticipated benefits flowing from enforcement of the

relevant content policy. When these negative externalities are considered, the relevant measure

may prove to do more harm than good.

Many of the costs associated with the negative externalities examined below are difficult to

measure in monetary terms. The monetary value associated with harm to freedom of expression

or privacy, for example, can be estimated only through use of artificial and contestable

assumptions. As I will show in Chapters 3 and 6, various methods can be used to measure hard-

to-quantify benefits and costs. For example, a scoring mechanism was proposed by Alexy (2012),

and is currently used in a European Commission – funded research project called SURVEILLE,

which is intended, among other things, to measure the impact that certain police surveillance and

investigation techniques have on fundamental rights.

The approaches I propose in Chapter 6 will permit policymakers to compare different approaches

and their relative impact on fundamental rights, innovation and net neutrality. The methodology is

designed to identify the approach that appears, based on the scoring systems, to maximize social

benefits net of the costs.

Listed below are the main negative externalities that might arise from the action of an internet

intermediary.

7.1 Adverse effects on fundamental rights

The first series of negative externalities relates to the impact on fundamental rights. The

effects on fundamental rights, and how to balance competing fundamental rights, will be

examined in detail in Chapter 3. The list below is an introduction to the subject.

(a) Freedom of expression.

Any action limiting access to content on the internet is a restriction on freedom of

expression of the publisher of the content, and a restriction of the right to access

information for the recipient of the content. The right for individuals to publish or access

information is not absolute. Some content may be prohibited. But the limits on freedom of

expression must be precisely defined by law and must be limited to what is absolutely

necessary to achieve other important values in a democratic society. Freedom of

expression is considered one of the most important individual rights in democratic society

because it is a precondition for the exercise of other rights. The exchange of valuable

political ideas is considered a public good, requiring government intervention to ensure

sufficient production. For this reason, courts show a low tolerance for any measure

undertaken by an internet intermediary that might be overbroad, ie. contain false positives

that interfere with access to legitimate information. For example, if a technical measure

designed to block images of sexual exploitation of children also accidentally blocks works
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of art containing child nudity, or images from a medical journal, courts will in most cases

find that the measure's adverse effects on freedom of expression outweigh the benefits

derived from blocking child pornography. When an internet intermediary blocks content,

the costs associated with the harm to freedom of expression will generally not be

internalized by the intermediary and its customers. The harms are therefore externalities.

(b) Right of privacy.

The right to privacy and to the protection of personal data is a constitutional right in

Europe. In the United States, the constitutional right to privacy is recognized, but only vis-

à-vis actions taken by the government against the individual. Actions taken by private

entities are covered by other legal provisions, including tort law and consumer protection

law.

The right to privacy and the right to protection of personal data are not identical. The right

to privacy generally refers to the right of each individual to keep aspects of his or her

private life secret. The right to protection of personal data refers to the right of each

individual to control how data about him or her are used, and to object to improper uses.

Because the two rights overlap in many instances, I use the terms "privacy" and "data

protection" interchangeably, to designate the bundle of rights that protect individuals

against intrusions into their private life and/or misuse of their personal data.

Measures taken by internet intermediaries may have an impact on individual rights to

privacy. Like freedom of expression, the right to privacy is not an absolute right and may

be balanced against other rights. The balancing will involve a proportionality test that I will

explore in Chapter 3. Some authors (Alexy, 2012, Portuese, 2013) explain that

proportionality is a form of cost-benefit test. Because privacy is a fundamental right,

courts will attach a high cost to any measure that poses a threat to privacy. The measure

will have to be justified by important countervailing benefits in order to pass the

proportionality test. In Europe, courts have criticized actions taken by internet

intermediaries to stop copyright infringement on the ground that those measures create a

threat to privacy. Where national security is at stake, courts may allow more intrusions

into privacy than would be permitted to fight copyright infringement. In other words, the

level of permitted interference with privacy may depend on the underlying content policy

that is being pursued. Privacy rights can directly conflict with freedom of expression, as in

the case of the so-called "right to be forgotten" under European law. The friction between

the right to privacy and freedom of expression will have to be balanced on a case-by-case

basis.

(c) The right to property.
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The right to property is a constitutionally-protected right, meaning that actions taken by

internet intermediaries to protect property interests (such as copyright) enhance a

fundamental right. This aspect of internet intermediary action, protection of the right to

property, will generally be counted as a benefit in the cost-benefit analysis. On the "cost"

side, property rights may be infringed where a government seizes a domain name, as the

United States Department of Justice did in its action against Megaupload.com.

(d) The right to create and operate a business.

European courts have also recognized the right to create and operate a business as a

fundamental right. Where a government imposes measures on a particular business,

such as the installation and operation of filtering equipment, or restrictions on a business

model, the government interferes with the business-owner's fundamental right to operate

a business. The same holds true for regulations that limit the use of advertising cookies.

This interference therefore also needs to be considered in the overall costs created by the

measure.

(e) The right to procedural fairness.

In both Europe and the United States individuals are entitled to procedural guarantees

before being deprived by the state of any fundamental rights, including the right to free

expression, property or liberty. Any measure taken by an internet intermediary that leads

to a deprivation of a right, or the application of a sanction, may violate individuals' rights to

procedural fairness.

The institutional safeguards accompanying any internet intermediary action, examined in

Chapter 4, will in some cases mitigate the effects of internet intermediary action, by

providing internet users or content providers with an opportunity to object.

7.2 Internet-specific harms

In addition to potential harms to fundamental rights, measures taken by internet

intermediaries may cause other forms of negative externalities, including harm to the

proper functioning of the internet, and to innovation.

(a) Harm to the good functioning of the internet.

The internet is built to avoid control points. Packets are routed through different networks

and interconnection points so as to avoid congestion or blockage. Once all the packets

reach their destination, they are reassembled. The content of the packets is then

analyzed and the appropriate application run on the end-user's device. The network has a

relatively simple routing function. Most of the intelligence for internet applications is

provided by terminal devices at the edges of the network, once the packets are
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reassembled at their destination. Defenders of net neutrality argue that internet access

providers and internet backbone providers (collectively "ISPs") should limit their role to

routing packets on a non-discriminatory basis. They should not be concerned with the

content, application or services that are located inside the packets. This is referred to as

the end-to-end principle of the internet. Defenders of net neutrality recognize an

exception to this end-to-end principle for ISP measures to fight malware and other cyber

security attacks. For other content and services, however, defenders of net neutrality

believe that ISPs should remain neutral, and limit their actions to routing packets to the

right destination.

One of the reasons neutrality is important is that actions by internet intermediaries could

threaten the principles under which the internet has successfully functioned to date.

According to net neutrality advocates, even small instances of non-neutrality should be

resisted because each measure sends the message that it is okay to interfere with the

end-to-end architecture of the internet. This could lead to the gradual destruction of the

internet: ISPs and governments will engage in an arms race to erect barriers that will let

only certain kinds of content and applications pass. To reach consumers in a given

country, content providers would potentially have to negotiate with both the government

and the ISPs in the country to obtain a right of passage. In regulatory terms, this would be

the equivalent of seeking a broadcasting license in each country where the content is

accessible. This is the nightmare scenario that proponents of net neutrality want to avoid,

and which could lead to a progressive balkanization of the internet.

Some advocates of net neutrality have a tendency to exaggerate. But their arguments

contain a good dose of truth. For example, when the United States Department of Justice

seized the domain name Megaupload.com and altered the address corresponding to that

domain name on the central DNS server of VeriSign, United States authorities disrupted

the global addressing system for the internet. They may have had a good reason for

doing so, but one can understand why opponents of net neutrality fear that this sort of

action could set an example for other countries and internet intermediaries. The

Department of Justice's action sends the message that it is no longer taboo to disrupt the

global addressing system for the internet to enforce national content policies. ISPs,

governments and courts may begin to take their own form of action to disrupt the

addressing function or block IP addresses to promote local content policies. If this action

becomes widespread, the internet will become a series of national networks with separate

control points and content rules for each country.

The French data protection authority wants to ensure that the "right to be forgotten" as

defined under French law is enforced by search engines worldwide, again creating a

precedent for extraterritorial application of national content policies.
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Preservation of the open internet is not important for its own sake, but rather to promote

freedom of expression and innovation, both of which are enabled by the internet's open

and global architecture. The open internet is therefore a proxy for other values and

potential harms that need to be considered. The harm to freedom of expression was

examined above. In the following section I touch briefly on harm to innovation.

(b) Harm to innovation.

The layered and end-to-end architecture of the internet is a strong enabler of innovation.

Yochai Benkler (2006) states that the open internet permits "innovation without

permission." If actions by internet intermediaries interfere with the open and end-to-end

character of the internet, these actions could also disrupt innovation. Measuring harm to

innovation is difficult. It would require the comparison of two situations: one in which a

content and application provider must deal with separate content policies and

enforcement actions by internet intermediaries, and another situation in which internet

intermediaries refrain from any enforcement action linked to content policies. The amount

of investment in content and application development would then be compared for these

two situations. Organizing an experiment of this kind would be difficult, particularly

because one could not neutralize other factors potentially affecting innovation, such as

the availability of venture capital. Measuring the open internet's positive effect on

innovation is beyond the scope of this thesis. Nevertheless, most scholars agree that the

internet's openness has made the internet a general purpose infrastructure, which in turn

enables innovation. Some of the relevant literature on regulation's effect on innovation is

mentioned in Chapter 5.

As is the case for harm to fundamental rights, I will propose in Chapter 6 methods to

measure the relative harm to innovation resulting from alternative regulatory proposals.

7.3 Unintended effects linked to user behavior

Enforcement action by internet intermediaries can prompt users to change their behavior

in a way that reduces the intended benefits of the measure, or frustrates another

important policy objective. This creates unanticipated costs. For example, a measure

designed to reduce peer-to-peer exchanges of copyright-protected content might have

two unintended effects. First, the measure may cause internet users to adopt other

alternative technologies for content sharing such as streaming or direct download, thereby

reducing the anticipated benefit of the original measure. Second, the measure may

prompt larger numbers of internet users to use encryption and "dark networks" such as

Thor. This phenomenon may in turn frustrate law enforcement efforts to combat crimes

much more serious than copyright infringement, thereby creating new unanticipated costs.
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As this example shows, technology and user behavior will often find ways to work around

measures imposed by internet intermediaries. These work-arounds may create their own

kinds of costs that should be considered when evaluating the costs and benefits of a

particular enforcement measure.

7.4 International effects

Indirect costs should also include costs resulting from international effects, if any. If the

proposed measure will affect individuals or businesses in other countries, the potential

costs of this extraterritorial effect should be weighed. Katz (2000) refers to "jurisdictional

externalities." Other countries may retaliate, through enactment of their own measures

having extraterritorial effect. This could create a "race to the bottom" pursuant to which

countries impose their own measures on internet intermediaries regardless of their

extraterritorial effect.

Another cost to consider is the competitive distortion potentially resulting from certain

intermediaries within the country being subject to regulatory measures while other

intermediaries located outside the country are not. If the intermediaries outside the

country compete for the same customers, this would create a competitive distortion

penalizing intermediaries located within the country. This in turn could discourage

investment in the relevant country, another potential negative externality flowing from

actions of an internet intermediary.

8. SOLVING THE PROBLEM SO AS TO MAXIMIZING SOCIAL BENEFITS

To summarize, the relevant factors that policymakers must consider in the cost-benefit analysis

are:

A. the kind of content policy to be enforced, its relative importance in terms of

society's willingness to pay, and how "success" in enforcing the content policy

should be defined;

B. the kind of internet intermediary that could be called on to help;

C. the kind of action that the internet intermediary could take, and its relative efficacy;

D. the institutional options available to increase effectiveness of the measure and

reduce its adverse effects;

E. direct costs associated with the proposed measure in terms of direct costs to the

internet intermediary and its customers, and costs to taxpayers, including costs of

enforcement;

F. the negative externalities associated with the harms to fundamental rights,

including freedom of expression and privacy;
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G. the negative externalities associated with harms to the global end-to-end

architecture of the internet and innovation;

H. changes to user behavior that might reduce the efficacy of the measure or create

unanticipated costs.

In mathematical terms, the problem is to find the maximum net social benefit, ie. the combination

of B, C and D that maximizes the sum of A (the benefits flowing from the enforcement of the

content policy), minus the costs resulting from E, F, G and H. Solving the problem is challenging

because A, F, G and H are qualitative, and to some extent subjective, values, which makes them

difficult to measure and to compare. The purpose of my methodology is to propose a uniform

way of thinking about these variables so as to approach – albeit imperfectly -- an outcome that

would result if the variables were quantifiable in a more objective sense.

I present the system in Chapter 6. However, first I will present how benefits and costs to

fundamental rights should be considered (Chapter 3), how institutional choices affect the costs

and benefits of regulatory alternatives (Chapter 4), and how existing literature on "better

regulation" affects how we approach the problem (Chapter 5).
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CHAPTER 3 - BALANCING FUNDAMENTAL RIGHTS

1. INTRODUCTION

Many content policies protect fundamental rights. Laws prohibiting online copyright infringement

protect the right to property, a fundamental right. Laws requiring search engines to delist certain

old and irrelevant content under the "right to be forgotten" doctrine protect data privacy, a

fundamental right. But those laws also restrict freedom of expression, which is also a fundamental

right. Laws prohibiting content that incites racial hatred protect equality and non-discrimination, a

fundamental right. When internet intermediaries take actions to enforce content policies, the

actions will often favor one right at the expense of others. This requires balancing.

Courts in the United States and in Europe do this balancing routinely. In Europe, the balancing is

known as the "proportionality test." The purpose of this chapter is to look at the rights that are

being balanced through the lens of law and economics, as well as to examine the balancing test

itself. The proportionality test examined at the end of the chapter is a form of cost-benefit

analysis, even though the costs and benefits associated with fundamental rights can rarely be

quantified in monetary terms. This chapter will lay the groundwork for Chapter 6, where the

balancing of fundamental rights will be inserted into the methodology used to evaluate proposed

regulatory measures. I will propose in Chapter 6 several mechanisms for measuring impacts to

fundamental rights, including a scoring mechanism inspired by Robert Alexy (2012), examined in

Section 5.7 of this chapter.

2. WHAT ARE FUNDAMENTAL RIGHTS ?

2.1 Characteristics of fundamental rights

Most fundamental rights come from the philosophers of the enlightenment, who defined

certain natural rights from which all human beings should benefit (Ségur, 2012). These

principles first appeared in the French Universal Declaration of Human and Citizens'

Rights and the United States' Bill of Rights, both adopted in 1789. After World War II, the

United Nations adopted its Universal Declaration of Human Rights (December 10, 1948),

and the Council of Europe adopted the European Convention on Human Rights

(November 4, 1950). More recently, the European Union adopted its Charter of

Fundamental Rights (December 7, 2000), which became binding on all European Member

States under the Lisbon Treaty (2009).

From an economic standpoint, fundamental rights can be approached based on their

characteristics.

The first characteristic is that fundamental rights arise under a legal instrument, such as a

constitution, that is difficult to change (Posner 2011). Fundamental rights generally arise

from a constitution, or an international treaty having a status equivalent to a constitution.
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In the hierarchy of legal instruments, a constitution is at the top of the food chain. A

constitution is more difficult to modify than a law. A law can be changed through consent

of the government and a simple majority in the legislature. A constitution can be modified

only with a supermajority vote of both houses of the legislature, plus other conditions that

vary depending on the country. Because of these more stringent conditions, constitutions

are difficult to modify, even by the ruling majority. Posner (2011) compares a constitution

to a contract, which can only be modified with the consent of all the relevant parties. In

other words, fundamental rights are legal rules that are very costly to modify, at least in a

properly-functioning democracy.

The second characteristic of fundamental rights is that they are designed to constrain the

actions of the respective branches of government, including the actions of the legislature

itself. The constitution protects citizens against pitfalls of democracy, including abuses of

the majority. Certain laws democratically adopted by the legislature could undermine the

structure or ideals on which the nation is built. Constitutional rights are designed to

prevent this from happening, or at least make it considerably more difficult. This aspect of

fundamental rights can be compared to laws that restrain monopoly power, except that in

the case of fundamental rights, the monopoly power is the power of the state. Posner

(2011) calls the state the "most dangerous" monopoly. Many constitutional provisions

protect individuals against actions of the state, including all its branches (government

agencies, regulatory authorities, legislature or court). Monopoly power in the private

sector can be constrained by antitrust laws voted by the legislature and government

enforcement of these laws. Monopoly power of the state cannot be so constrained,

because the persons who adopt and enforce laws are also the ones who benefit from the

monopoly power. This creates a conflict of interest problem, which is why most

fundamental rights protect citizens against actions of the state, as opposed to actions by

other citizens. Citizens are protected against actions taken by other citizens through

ordinary laws, adopted by majority vote of the legislature and enforced by the government

and courts. Citizens are protected against actions taken by the state through

constitutional rights. This is an oversimplification. In some cases, a fundamental right can

be enforced against other individuals. For example, the right to privacy is a fundamental

right recognized under the European Charter of Fundamental Rights. It requires that

countries have legal mechanisms in place to allow individuals to assert their right to

privacy against other individuals. The same holds true for the right to property: the state

must have legal mechanisms in place to allow individuals to assert their property rights

against the state and against other individuals. If a European Member State does not

have those mechanisms in place, the state has violated a fundamental right.

Nevertheless, it is fair to say that the primary function of fundamental rights is to protect

individuals against actions of the state, including abuses of the then-governing political

majority.
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A third characteristic of fundamental rights is that they are generally framed as general

principles, not as detailed rules. This characteristic flows from the first: if fundamental

rights arise from legal instruments that are difficult to change, the rights must be drafted

so that they can stand the test of time. Courts must apply rights to different

circumstances; rights must survive social and technological change. Rights may also

transcend geography. This is why rights are sometimes called "universal." This

characteristic of fundamental right is also shared by many "ordinary" laws, which are

drafted as general principles. This characteristic is therefore not unique to fundamental

rights.

The last characteristic of fundamental rights is that they generally have achieved historical

and international legitimacy. A fundamental right is generally not found in just one

country's constitution, but in many countries' constitutions and international treaties. A

fundamental right generally flows from the core values originally identified in the United

States Bill of Rights and the French Universal Declaration of Human Rights of 1789.

Fundamental rights share the same family tree. A country could conceivably invent a new

constitutional right, such as the right for all citizens to have broadband access. Being

placed in the country's constitution, the new right could arguably be considered a

"fundamental right" in that country. However, in the absence of any international or

historical legitimacy, the new right would probably be considered – outside the relevant

country at least -- as a legal rule lacking the status of a "fundamental" right. Once the new

right is recognized in several constitutions and/or in an international treaty on fundamental

rights, the new right may achieve the status of a "fundamental right" internationally.

2.2 The cost of fundamental rights

Economists focus on the costs and benefits of fundamental rights. Fundamental rights

are sometimes classified as "negative" or "positive" rights (de Vries, 2013). A negative

right is the right to be free from action of the state, such as confiscation by the state of

property without compensation. A positive right is the right to receive some benefit from

the state, such as the right to receive health care. Holmes and Sunstein (1999) argue that

all rights – including so-called negative rights -- require expenditures by the state. No

right, including a negative right, exists without an effective enforcement mechanism,

which costs money. A right to private property does not exist if there is no court system to

recognize the right, and no police force available to enforce the courts' decisions.

Enforcement mechanisms require state expenditures. Thus every right, whether positive

or negative, can be seen as a competing claim against limited government resources. The

allocation of scarce tax resources is generally determined by the legislature, by simple

majority vote. A fundamental right may therefore exist in a country's constitution but

become ineffective if the legislature fails to devote sufficient resources to the right's

enforcement.
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For example, a country may include data protection as a fundamental right in its

constitution. But if the legislature of the country does not grant sufficient resources to the

data protection authority, the fundamental right may have little existence in practice.

The absence of corruption is also a precondition for effective rights to exist. A

fundamental right that exists on paper may dry up in practice if the financing for its

enforcement is insufficient, or if the financing comes in part from graft. Fundamental rights

therefore depend on taxes and on an efficient distribution of tax resources to non-corrupt

courts and police authorities.

2.3 Economic vs. non-economic rights

Fundamental rights are sometimes classified as "economic" and "non-economic" rights

(de Vries, 2013). An example of an economic right is the right to conduct a business, or

the right to protection of property. An example of a non-economic right is the right not to

be tortured, or the right to freedom of expression. The distinction between economic and

non-economic rights does not necessarily render one of the rights inferior to others, but

will affect the balancing tests applied by courts. Some rights, such as the right not to be

tortured, are absolute and can suffer no exceptions. Most rights, however, including non-

economic rights such as freedom of expression and privacy, can be restricted based on a

balancing test.

Finally, certain international instruments contain two kinds of fundamental rights: rights

that are directly binding, and aspirational principles that are not directly binding (De Vries,

2013). Article 25 of the European Charter on Fundamental Rights provides an example of

an aspirational principle: "The Union recognises and respects the rights of the elderly to

lead a life of dignity and independence and to participate in social and cultural life." Being

aspirational, this right could not be directly enforced by an individual against the state.

2.4 The expressive value of fundamental rights

Fundamental rights often have a symbolic function intended to influence social norms

(Sunstein 1996). At one level, the statement "everyone is equal before the law"21 signifies

that the state may not make different laws or punishments for different people. This literal

reading of the statement constrains government behavior by limiting the kind of law that

the legislature can adopt. This function aims to limit abuse of government monopoly,

which is the primary objective of fundamental rights.

On another level, the statement that "everyone is equal" has a larger symbolic meaning

intended to send a message to society that discrimination is wrong. It attempts to push

social norms in the right direction. In this sense, fundamental rights can have a strong

moral component, or as Sunstein (1996) puts it, an "expressive function." The moral

21 Article 20, European Charter on Fundamental Rights
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component can, but does not necessarily, mean that the relevant right is absolute and

cannot be balanced. Some rights with a high moral component, such as the right to life22,

are absolute. But other rights, such as freedom of expression and privacy, carry a strong

moral component, but can nevertheless be balanced.

The expressive or moral component of fundamental rights also leads to debates as to

whether fundamental rights can be integrated into a broader welfare analysis in which the

objective is to maximize social welfare. Nussbaum (2000) argues that the function of

rights is to preserve values that are different from the maximization of wealth typically

reflected in a welfare analysis, and that violations of constitutional rights cannot be traded

for benefits. Kaplan and Shavell (2006) argue on the other hand that a welfare-based

approach is perfectly capable of capturing values other than maximization of wealth in a

monetary sense. Welfare economics seeks to make everyone better off, and making

people better off includes various indicia of happiness, including the existence and

enforcement of individual rights. While these factors for happiness are difficult to quantify

in a monetary sense, there is nothing inherently incompatible between an approach that

seeks to maximize collective wellbeing and an approach that recognizes individual rights,

including their moral or expressive component.

In an article examining enforcement of national content policies on the internet, Schultz

(2008) refers to the normative role of laws, and the important social role played by court

or regulatory decisions that declare certain forms of content unacceptable. The actual

efficacy of the decision in preventing access to content may, in some cases, be

secondary:

"Brutally simplified, it is one of law's functions to say what, according to the law

governing and tying together a nation, is right or wrong; without necessarily

punishing as a consequence." (Schultz, 2008, p.822)

Focusing on the symbolic importance of regulatory decisions, particularly those upholding

fundamental rights, can lead courts and regulators to ignore questions linked to the

efficacy of their decisions in reducing a particular harm, and to the costs associated with

implementing their decisions.

Fortunately, the doctrine of proportionality, examined in Section 5 below, requires

regulators also to take into account the costs and benefits of their decisions, thereby

bringing welfare analysis back into the equation.

22 Article 2, European Charter on Fundamental Rights



Chapter 3 - Balancing fundamental rights

- 53 -

3. FREEDOM OF EXPRESSION

This section takes a closer look at freedom of expression, which is the fundamental right that is

the most affected by regulatory measures targeting internet intermediaries.

3.1 General limitations to freedom of expression

Although a fundamental right, freedom of expression is not absolute, and is routinely

limited by other laws. Copyright, for example, allows the owner of the copyright to prevent

anyone else from reciting his or her poem publicly, or even adapting it to create a new

derivative work. This is a direct restriction of freedom of expression. Laws punishing

defamation directly restrict freedom of expression, as do laws prohibiting the unauthorized

publication of personal data, trade secrets, medical secrets, banking secrets, or state

secrets. The Wikileaks and Snowden controversies illustrate the tension between

freedom of expression and laws prohibiting the publication of classified information.

Dozens of laws limit freedom of expression in democratic societies. The main difference

between these laws and the laws in totalitarian regimes is that the laws in democratic

societies will not prohibit the publication of content that is critical of a political party,

government or religion. The ability to openly criticize government is the underlying reason

why freedom of expression is given so much constitutional protection. Without the ability

to openly criticize government, democracy cannot exist (Post, 1996).

In economic terms, freedom of expression preserves the "marketplace of ideas", from

which socially optimal solutions and democratic governance emerge (Coase, 1974).

Mialon and Rubin (2007) refer to freedom of the press and freedom of political speech as

the "mother of all rights" because they are essential for creating and enforcing other

rights. "If government violates a right but no one can learn of the violation, then there is no

cost to the government for the violation." (Mialon and Rubin, 2007, p. 11).

Courts are therefore vigilant when it comes to measures that might have an adverse

impact on freedom of expression, particularly when the measures affect the internet. The

internet is considered one of the most important enablers of freedom of expression since

the invention of the printing press (United Nations, 2011). In the 15th century, kings and

clergy attempted to regulate printing presses in order to enforce content policies. The

regulation of internet intermediaries is similar, which is why courts approach such

measures with caution.

3.2 Is the internet like television?

This discussion is about regulating access to harmful content on the internet. A legitimate

question is: Why not just apply the same rules as for television? After all, the problem of

harmful content is similar, and television rules have been in existence for decades. The
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answer to this question resides in how courts apply freedom of expression principles to

these two media, internet and television.

When internet first emerged as a major media, lawmakers' first reaction was to apply

television-like rules. In 1997 the United States Supreme Court invalidated a law that

proposed to apply broadcast-like regulation to internet content. The measure was

intended to protect children. In the now-famous Reno v. ACLU case23, the Supreme Court

found that the internet is equivalent to a tribune in a public square, where citizens can

speak or distribute leaflets freely. The court disagreed with the United States Department

of Justice, which argued that the internet could be regulated like television. The court

found that unlike television, which "pushes" information to passive viewers in a living

room, the internet requires users actively to seek out information, as they do when they

enter a library. Unlike television or radio, internet users will generally not be shocked by

the information they receive, since they are actively seeking the information to begin with.

The other reason why the court refused the broadcasting analogy in 1997 is that

information on the internet is not limited, whereas information on television is limited due

to the scarcity of radio frequencies. Because only a limited number of television

broadcasters can be licensed to provide television or radio services, the government is

justified in imposing content rules on the license holders. In sum, courts are more tolerant

of government efforts to regulate television and radio because of (a) television and radio's

higher influence on public opinion, and (b) the scarcity of broadcasting frequencies.24 The

scarcity argument may disappear, because television is increasingly carried over

broadband networks. Nevertheless, it is still generally accepted in the United States that

television can be regulated more aggressively than the internet without violating the First

Amendment of the United States Constitution.

European courts have followed the trend set in ACLU v. Reno, by according a high

degree of protection to expression on the internet, similar to the protection given to print

media.25 In Europe as well, television regulation cannot be transposed as-is to internet

content.

3.3 The nature of harms to freedom of expression

When examining technical measures affecting internet intermediaries, courts have

identified three different kinds of potential harms to freedom of expression. The first and

most direct impact is on the publisher of information whose message becomes blocked

and thereby inaccessible to internet users. This is the case for example of the publisher of

23 Reno v. ACLU, 521 U.S. 844 (1997).
24 Red Lion Broadcasting v. FCC, 395 U.S. 367 (1969). See also French Constitutional Court decision n°82-141 DC of

July 27, 1982, recital 5.
25 Yildirim v. Turkey, European Court of Human Rights decision n° 3111/10 of March 18, 2013; see also, French

Constitutional Council decision n°2009-580 DC of June 10, 2 009, par. 12.
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a controversial video, such as "The Innocence of Muslims," whose video becomes

inaccessible to large numbers of people either because the video was taken down from

YouTube, or because access to the video was blocked by an internet access provider.

This is also the case for the author of an article that has been subject to a delisting

request under Europe's "right to be forgotten" doctrine. In the latter case, the article will

be more difficult to find using certain search terms.

The second more indirect harm to freedom of expression is when a technical measure is

overbroad, and prevents an internet user from obtaining access not only to the

information directly targeted by the measure (eg. material the infringes copyright or that

violates laws on child pornography), but also to other information that is not directly

targeted by the measure. A clear example of this is where access to the entire YouTube

service is blocked in a country because of the presence of a single video that violates

local law. However, even measures that are less obviously overbroad attract court

scrutiny. A user's inability to obtain an unauthorized copy of a recent motion picture such

as "Gravity" on the internet will not be considered a restriction on that user's freedom to

access information on the internet because the access would violate copyright laws.

However, if the system put into place to limit access to "Gravity" might also limit access to

another film with the word "gravity" in the title, or a work that parodies "Gravity" but

benefits from an exception to copyright, courts will view the measure as a potentially

serious restriction to freedom of expression. The Supreme Court in the United States

invalidated parts of the Communications Decency Act26 because it was overbroad: the

measure targeted "sexually explicit" content, but could limit minors' ability to search for

information on birth control. The European Court of Justice invalidated a measure that

might inadvertently block content that does not benefit from copyright protection.27 Any

measure that is slightly overboard will generally be struck down as an excessive

restriction on freedom of expression.

The third and last potential harm identified by courts is the chilling effect that some

measures may cause to freedom of expression by causing publishers and intermediaries

to limit their activity, to become overly careful in what they say or publish. As explained

below, critical and disturbing speech is considered a public good, necessary for the

marketplace of ideas to function properly. Such speech may be under produced if not

protected. Courts, particularly in the United States, are critical of legal rules that might

constrain unpopular speech, even through indirect effects. These indirect effects are

often referred to as "chilling effects."

Some laws require ISPs or hosting providers to collect information about the identity of

publishers of content so that law enforcement authorities or victims of copyright

26 Reno v. ACLU, 521 U.S. 844 (1997).
27 Scarlet Extended v. SABAM, ECJ, Case C-70/10, 24 November 2011
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infringement can identify the author of the content and bring legal action if the content

proves illegal. These mechanisms may discourage publishers of controversial content

from publishing the content in the first place, or may encourage them to publish on non-

public platforms. By discouraging the publication of controversial content, the measure

has the effect of weakening open criticism and the exchange of ideas. The concern here

is not to protect publishers of manifestly illegal content, but publishers of content that is

legal but that might be close to the line, or that could lead to adverse consequences for

the author. For example the composer of a musical mash-up may not be 100% sure that

her work falls under the fair use exception to copyright. The author of a video revealing

unfavorable information about a large corporation may fear reprisal if his or her identity is

known. The absence of anonymity creates a chilling effect on free expression.

The importance accorded to chilling effects is due to the fact that much speech and ideas

are public goods (Posner, 2007, p. 727). As pointed out by Mialon and Rubin (2007):

"[a]nything that adds to the cost of speech will then have a large suppression

effect, since many of the benefits of speech accrue to others anyway. This may be

especially true of political speech. Political discourse and debate tend to produce

better decisions for society, but individuals often have few incentives to

participate, since they do not capture most of the benefits of their own

participation and incur opportunity costs, as they could spend their time pursuing

personal gain instead." (Mialon and Rubin, 2007, p. 4)

3.4 Internet intermediary liability and free speech

Liability imposed on technical service providers is also a potential source of chilling effect,

because such liability prompts ISPs and other technical intermediaries to reduce their

potential costs by eliminating risky, albeit legal, content from their service (United Nations,

2011, p. 11).

Schruers (2002) shows that holding internet intermediaries liable for the content posted by

users would cause the intermediaries to select only low-risk users and content, leading to

a general decrease in the amount of content available online, and to an elimination of

risky content. This would harm the market for ideas. Laws that limit the liability of internet

intermediaries are intended to reduce this chilling effect. Under the notice and takedown

approach applied in Europe and the United States, internet intermediaries are generally

not liable for the content uploaded by users, but must promptly remove content once they

have received notice. But even the notice and takedown regime can lead to excessive

removals, thereby harming the market of ideas.

Ahlert et al. (2004) conducted a "mystery shopper" experiment. First, they uploaded to

several hosting platforms the work "On Liberty" by John Stuart Mill. Written in 1859, the



Chapter 3 - Balancing fundamental rights

- 57 -

work is no longer protected by copyright. The authors of the study, disguising themselves

as representatives of a fictitious "John Stuart Mill Foundation," then sent notices to the

hosting providers asking that the work be removed because of copyright infringement.

Most of the hosting providers in Europe complied, without stopping to verify whether the

"John Stuart Mill Foundation" actually exists, or whether "On Liberty" is still protected by

copyright. The authors of the study use this experiment to show that even under the

protective rules of the European E-Commerce Directive28, the fear of liability by internet

intermediaries leads to a significant chilling effect, i.e. the removal of legal content that

should not be removed.

Seltzer (2010) argues that the Digital Millenium Copyright Act in the United States leads

to a similar chilling effect, because takedown notices related to copyright infringements

are systematically followed, even if the relevant use of the content might qualify for fair

use. In its recommendations on internet policy making, the OECD (2011a) underlines the

need to preserve the limited liability of internet intermediaries in order to foster freedom of

expression.

3.5 The Dennis formula and its limits

The ideology behind freedom of expression in the United States is that a vibrant

"marketplace of ideas" is essential for democracy and economic progress. Expression

that does not contribute to the marketplace of ideas, such as threats of violence against

an individual, or commercial advertisements, will enjoy a lower level of protection.

Expression that contributes to the marketplace of ideas, such as political speech, will be

entitled to high protection even if the speech is offensive.

Posner (2011) describes how United States courts evaluate measures that limit freedom

of expression. On one side of the equation, courts will weigh the harm caused by the

relevant content, and the probability of its occurrence. The timeframe within which the

harm may occur is also measured.

On the other side of the equation, courts will evaluate the harm that the measure will

cause to the proper functioning of the marketplace of ideas. Measures that suppress a

particular point of view, particularly in political debate, will create a large harm to the

marketplace of ideas, and will almost never be permitted.

Posner summarizes this equation as follows. A measure limiting freedom of expression

will be permitted if:

B < PL / (1 + i)n, where:

28 Directive 2000/31/EC.
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B is the total cost to society caused by the proposed measure, including the adverse

effect that the measure will have on the marketplace of ideas, in particular through chilling

effects;

L is the cost linked to the adverse event that the regulatory measure seeks to prevent, eg.

racist crimes or terrorist attacks;

P is the probability that the loss "L" will occur in the absence of regulatory intervention;

i is the annual discount rate;

n is the number of years before the adverse event will occur in the absence of regulatory

intervention.

The formula as summarized by Posner assumes implicitly that P would be zero in the

presence of regulation, ie. that the regulatory measure would be 100% effective in

eliminating the risk of harm. Most regulatory measures are not this effective. They will

only reduce P, but not eliminate it entirely. If we assume that the regulatory measure

reduces the level of P, but does not eliminate it entirely, then the Dennis formula leads to

the following:

P is the probability of the loss occurring without the regulatory measure;

Po is the probability of the loss occurring with the regulatory measure.

P>Po>0

The total cost of the situation with regulation would be: �$+ �2�â�.(1 + �E) �á

For the regulation to be justified, the total cost of the scenario with regulation (B + PoL)

would have to be less than the cost of the scenario without regulation (PL):

�$+ �2�â�.(1 + �E) �á < �2�.(1 + �E) �á

In other words: �$ <
(�É�?�É�Ú)�Å

(�5�>�Ü) �Ù

Posner's formula comes from the reasoning of a United States Federal Court of Appeals

in the case United States v. Dennis.29 It is sometimes referred to as the "Dennis test." By

applying this test, a regulation prohibiting the publication of information on how to make a

chemical weapon at home might be justified, because of the high level of L, the relatively

high level of P, and low value of n (the harm could occur soon).

Moreover, the recipe for a home-made bomb contributes little to the marketplace of ideas,

so B would be low.

29 183 F.2d 201 (2d Cir. 1950), aff'd, 341 U.S. 494 (1951).
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By contrast, a regulation prohibiting speech that calls for the violent overthrow of the

United States government would not be justified. Although the harm caused by the

violent overthrow of the government (L) is high, the likelihood of it happening (P) is low.

The timeframe within which the harm may occur is also fairly remote, leading to a high

value for "n." Moreover, unlike the speech in the homemade bomb case, the speech in

the violent government overthrow case may contribute to the political marketplace of

ideas. Prohibiting it would cause a high level of B. Mialon and Rubin (2007, p. 5) provide

other examples.

The results of the Dennis test may vary over time. When the United States was a young

and fragile democracy, violent overthrow was perceived as a real and immediate risk. P

was high, and n was low. A law prohibiting content advocating the violent overthrow of the

government would potentially satisfy the Dennis test, even though the effect on the

marketplace of ideas (B) would still be high. France recently adopted a law allowing police

authorities to order ISPs to block access to sites promoting terrorism.30 The law was

intended to limit access to sites that recruit vulnerable young people to join terrorist

groups in Syria. Critics of the law argued:

(i) that the measure would affect not only websites that promote terrorist acts,

but also sites that promote certain religious ideals. In other words, "B"

would be high because of the suppression of speech that is important for

the market of ideas.

(ii) that the law would not decrease P, because young people would find other

technical ways to access the sites, and the outlawed sites would gain in

popularity because of the blocking measure. Forbidden by the

government, the sites would become even more desirable.

This last example illustrates an important point relating to the European principle of

proportionality, and which is not directly reflected in the first version of the Dennis formula

outlined above. If a measure will have a high cost on a fundamental right (a high B value),

policymakers and courts should verify whether there are other alternative measures that

would be just as effective -- or more effective -- in lowering P, while carrying a lower cost

(B) on fundamental rights. An alternative measure with a lower B should always be

preferred where possible, over a measure carrying a higher B. Proportionality requires

choosing the "least intrusive means."31 In the case of measures designed to limit the

recruitment of young people into terrorist organisations, the use of traditional police

investigation tools, and the arrest of group organizers, will surely be more effective than

site blocking. However, the question is often not "either or," but whether the site-blocking

30 French Law n°2014-1353 of November 13, 2014.
31 See Section 5 below.
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measure, in addition to traditional police tools, will make a difference in lowering P. If it

does, the measure may still be justified in spite of the high level of B.

In the case of the French site blocking law, there was to my knowledge no study

estimating the impact of the measure on P. The government's impact assessment

assumed that the sites should be blocked, and only examined whether the blocking

should be ordered by a judge, or by officials within the Ministry of Interior.32 For the

proponents of the law, and the parliamentary majority, site blocking was assumed to be

the right thing to do, but empirical evidence was not examined on the question of whether

site blocking would reduce the probability "P" of the relevant bad event "L" occurring.

It is important to point out here that even if empirical evidence showed the limited utility of

the measure in reducing P, lawmakers may enact the law anyway. This is because of the

expressive function of law (Sunstein, 1996), ie. the use of law to send signals to society

as to what is acceptable and what is not. In the market for law making, demand comes

from voters who expect elected officials to take action with regard to socially unacceptable

content (Posner 2011, Stigler 1971). The producers of laws, if they want to be reelected,

must make laws that respond to this demand. A law with a high symbolic (or "expressive")

effect will often satisfy this demand, even if the law has a low empirical impact in reducing

"P".

Whether regulators will choose the measure that is "efficient" versus the measure that is

"expressive" will depend on a number of factors, including those described by Stigler

(1971) and Peltzmann (1976).

As I will explain in Chapter 7, political decision-making can result in measures that are not

efficient insofar as they do not maximize social welfare. The purpose of my methodology

is not to replace sometimes inefficient political decision-making with an infallible scientific

formula, but rather slow down the decision-making process by imposing a questionnaire

and checklist that require policymakers at least to consider alternatives that tend to

maximize social welfare. If policymakers choose another alternative, the choice would at

least be more explicit.

3.6 Law and economics explanations for the high protection given to freedo m of
expression

Freedom of expression, particularly in the United States, targets actions taken by the

state. According to constitutional theory in the United States, the government is

particularly ill-qualified to select "good" and "bad" ideas. The government will have an

inherent conflict of interest, favoring ideas that pose the least threat to the political status

32 Impact assessment (Etude d'impact) relating to the proposed law strengthening the fight against terrorism (projet de
loi renforçant les dispositions relatives à la lutte contre le terrorisme) NOR : INTX1414166L/Bleue-1, July 8, 2014.
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quo. By influencing the marketplace of ideas, the government can affect the proper

functioning of democracy itself, creating an intolerably high cost to society (Breton and

Wintrobe, 1992). When it comes to choosing ideas, the government is the "most

dangerous monopoly" (Posner, 2011).

Coase (1977) takes exception with this reasoning, arguing that the high protection

accorded to the marketplace of ideas under United States law results simply from

successful lobbying by the intellectual elite, who are the main "producers" of ideas

affected by content regulation. Like any other producer of goods or services, the

intellectual elite will lobby for a market in which their production is not limited by

regulation. The intellectual elite are also particularly effective at making sure their

interests are protected in the legislature and courts. This view echoes Stigler's (1971)

public choice approach.

If unregulated, the free marketplace of ideas can create problems of adverse selection:

"If listeners cannot distinguish ideas in terms of their truth content, they must

regard the ideas as containing an average proportion of truth." (Mialon and

Rubin, 2007, p. 6)

This could lead to a general decrease in the quality of ideas in the marketplace, which

suggests that screening out bad ideas could be efficient. Listeners to ideas also have

limited attention, which may lead to congestion. Listeners may not be able to hear good

ideas over the noise of bad ideas. Here, too, screening out bad ideas appears attractive.

However, the cost of screening, and the risk of error, are high. Moreover, as noted above,

the government would not be a reliable entity to perform the screening (Mialon and Rubin,

2007).

As noted above, Posner (2011) and Mialon and Rubin (2007) argue that good ideas have

the characteristics of public goods, and will be under-produced by the market without

support mechanisms. To avoid under-production of ideas, the state must take affirmative

measures, including measures that reduce "chilling effects" that might create costs for the

creation and exchange of ideas.

3.7 Freedom of expression and self-regulatory measures

Although the United States First Amendment targets laws and regulations adopted by the

government, Kreimer (2006) explains that government action can take other more indirect

forms that affect freedom of expression, including applying pressure on internet

intermediaries to contribute voluntarily to content policies. Kreimer draws a parallel with

action taken voluntarily by private media companies in the 1950s during the McCarthy

era. At the time, United States media companies fired and/or boycotted individuals who

refused to testify before the House Committee on Un-American Activities. This resulted



Chapter 3 - Balancing fundamental rights

- 62 -

not from direct regulation, but from indirect government pressure on companies.

Companies responded to the pressure by applying "voluntary" measures. Kreimer uses

this example to illustrate the fact that self-regulatory measures taken by internet

intermediaries can result from government constraint and lead to harmful effects on

freedom of expression.

Garfield (1998) and Benkler (1999) argue that in spite of the "state action" requirement of

the First Amendment of the United States Constitution, freedom of expression principles

can apply to private contracts. They argue that "state action" is present when the

government creates laws and courts that enforce private property and private contracts,

and that the enforcement of a contractual clause restricting expression can also be

considered as a government action.

This consideration is important when evaluating self- or co-regulatory measures applied

by internet intermediaries to enforce national content policies. Although not imposed by

direct government constraint, self or co-regulatory measures can in some cases interfere

with freedom of expression. The intensity of this interference will generally be lower than

in the case of government regulation.

4. PRIVACY

This section examines the second fundamental right that is most frequently affected by technical

measures: privacy.

4.1 Privacy and data protection as fundamental rights

"Privacy" and "data protection" refer to two closely-related rights: privacy is the right to

protection of one's private life against outside interference. It is the right to be "left alone"

(Warren and Brandeis, 1890). Data protection is the right to control how personal data is

used. The two rights often overlap. Americans often use the term "privacy" to designate

both privacy and data protection rights. Europeans often use the term "data protection" to

designate both rights. For purposes of this discussion, I will use the terms privacy and

data protection interchangeably, to designate all privacy (or data protection)-related rights.

In Europe, the protection of one's private life, and the protection of one's personal data,

are both considered fundamental rights. They are protected by the European Convention

on Human Rights and by the European Charter on Fundamental Rights. In the United

States, the right to protection against government intrusion into privacy is a fundamental

right, embodied in the Fourth Amendment to the United States Constitution. However, the

United States constitutional right is limited to situations that are equivalent to government

searches of one's private home. Over time, United States courts have extended the

Fourth Amendment to different situations, including private telephone conversations, the

inside (and sometimes outside) of private vehicles, and the outside of a private homes.
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Mialon and Mialon (2008) studied the effect of the Fourth Amendment on police conduct,

and more particularly the effect of the exclusionary rule, which prohibits the use of any

evidence obtained from illegal searches. They concluded that the exclusionary rule

reduces the number of government searches conducted without sufficient justification

("probable cause"), but also leads to an increase in crime. The effects on welfare are

ambiguous. This conclusion also applies to government actions to increase surveillance.

Privacy legislation will decrease the level of abusive surveillance by the government of

innocent people, but will also increase the risk of actual terrorists escaping surveillance.

The weight of these two effects will be difficult to measure with certainty. The purpose of

the proportionality test examined in Section 5 is to force regulators to at least try to

evaluate the effects (positive and negative) of their measures, and thereby make

measures more effective with fewer adverse effects on fundamental rights. The

SURVEILLE project described in Chapter 7 attempts to do this by proposing a standard

methodology against which to evaluate police surveillance measures. These

methodologies do not replace political decision-making, including the adoption of

sometimes inefficient but symbolically expressive laws. But the methodologies would

obligate policymakers to conduct more meaningful impact assessments prior to proposing

new laws or regulations, thereby making choices more explicit.

In the United States, the protection of individuals against privacy (or data) intrusions by

other individuals or private entities is not a fundamental right. However, the protection is

provided either by specific laws, or by common law tort principles (Whitman, 2004;

Maxwell, 2014).

As is the case for freedom of expression, privacy is a fundamental right that can be

interfered with. In Europe, interference with privacy is possible if the measure passes the

proportionality test, which will be examined later in this chapter. In the United States,

courts will apply a similar balancing test to measures that affect individuals' rights to be

free from unreasonable surveillance. Most measures involving internet intermediaries will

have an impact (positive or negative) on privacy rights, which is why an understanding of

privacy rights, and of the proportionality test, are essential in order to build a methodology

for assessing measures affecting those intermediaries.

4.2 Privacy rights in law and economics literature

Posner (1981) distinguishes three separate meanings for privacy. The first is the right to

conceal information about oneself. The second is the right not to be bothered. The third is

privacy as part of a broader right to individual freedom and autonomy. Posner argues that

the right to conceal personal information creates inefficiencies that make everyone worse

off. If unfavorable information about a product must be disclosed to a prospective buyer,
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so should unfavorable information about a person, when the person is the "thing" being

sold, as is the case in an employment context:

"The basic point I wish to assert is the symmetry between "selling" oneself and

selling a product. If fraud is bad in the latter context (see Michael Darby and Edi

Karni) – at least to the extent that one would not think it efficient to allow sellers to

invoke the law's assistance in concealing defects in their goods – it is bad in the

former context for the same reasons: it reduces the amount of information in the

market, and hence the efficiency with which the market – whether the market for

labor, or spouses or friends – allocates resources." (Posner, 1981, p. 406)

Posner concludes that most privacy legislation has a redistributive function, subsidizing

classes of individuals whose personal information is unflattering, eg. persons with a

criminal history, but at the expense of other individuals (sellers) and buyers in the market,

who would benefit from transparency.

United States law recognizes the invasion of privacy as a common law tort, involving four

separate privacy rights:

- the right to object to the use of one's name or image in advertising;

- the right not to be portrayed in a "false light;"

- the right to prevent the collection of personal information using intrusive means

(trespass, eavesdropping);

- the right to prevent the publication of intimate facts about oneself.

Posner argues that the first three privacy torts are economically efficient. The first confers

a form of property right over an individual's personal information when used for

advertising, which will have the effect of maximizing the value of the information and

ensuring its best usage. The second right ("false light") increases the amount of correct

information in the market, thereby making transactions more efficient. The third right

("intrusive means") is similar to trespass, and has the benefit of encouraging people to

speak frankly on the assumption that they will not be listened to. This favors the free

exchange of information, and avoids wasteful investment in privacy-enhancing

technology, such as high walls around a garden, or building a communications technology

that cannot be intercepted.

The last tort relates to concealment of true information, which Posner explains can be

either efficient or inefficient depending on the transaction. If the concealment is done to

mislead a contracting party on a matter that is material for a transaction, Posner believes
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that concealment should not be protected by law. However, if the concealment relates to

information that has no possible value to the transacting parties, then the rule is efficient.

Stigler (1980) also asserts that rules allowing individuals to conceal unfavorable

information about themselves are inefficient because (i) they will reduce the accuracy of

categorization, ie. people will still be placed in categories, but the categories will be less

accurate, and (ii) transacting parties will turn to more costly and potentially less reliable

means to obtain the information they seek, thereby increasing search costs and lowering

the quality of the information obtained.

Varian (1996) highlights the annoyance caused by certain privacy violations, such as

being bothered by unwanted telephone or e-mail solicitations. These intrusions create

significant costs for consumers by using up the consumer's scarce attention. But these

costs can be reduced if the advertiser has more information about the consumer, not less.

If the advertiser knows exactly what the consumer is interested in receiving, the

annoyance costs for the consumer will decrease because the consumer will only receive

solicitations that he or she is interested in. In this sense, the merchant's and the

consumer's interests are aligned. The consumer will benefit by letting the merchant know

exactly what the consumer is interested in. A mutually profitable bargain can emerge. The

situation changes, however, for secondary use of personal data, such as where the

original merchant sells its mailing list to a third party. In that case, the purchaser of the

mailing list will create costs for the consumer that are not reflected in the price paid for

the mailing list, thereby creating negative externalities. To correct this, Varian suggests

that consumers have the ability to control secondary use of their information, such as

permitting secondary use only in exchange for a payment, or only for certain purposes, or

only for a certain time. Varian's suggestion comes close to the "purpose limitation" rule

that exists under European data protection law, with the important exception that

European law has not yet established a means to organize a market for the right to

secondary use against payment. European law is also generally hostile to the idea that

individuals possess a tradeable right to use personal data.

Varian addresses the problem of open data, highlighting privacy objections that have

been raised against making public records, previously available through a manual search,

available online. Varian asserts that each situation requires a cost-benefit analysis, to

determine whether potential benefits from eliminating manual search costs outweigh the

additional threat to privacy. One alternative is to impose a fee for online searches that

approximates the previous cost of conducting the search manually, including travel and

photocopying costs. The fee could be used to help defray the cost of making the

information available online, and would result in the same search costs as those that

existed before records were available online.
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Laudon (1996) suggests the creation of a National Information Market that would serve as

a clearing house for managing consumers' authorizations to use personal data. The

National Information Market would aggregate payments and distribute the payments to

consumers who participate in the collective system. Laudon's system resembles the

collective management of copyright.

4.3 Behavioral economics and privacy

Much of the Chicago School's analysis of privacy is based on the assumption that

individuals are able to make rational choices about the use of their personal data,

provided they receive sufficient information. This rational choice assumption permeates

data privacy laws in the United States and Europe today, both of which focus on full

information and individual consent.

In the mid-2000s, economists began to question this rational choice assumption. Beales

and Muris (2008) challenged the "notice and choice" philosophy of United States

consumer privacy laws:

"The reality that decisions about information sharing are not worth thinking about for

the vast majority of consumers contradicts the fundamental premise of the notice

approach to privacy. To be an effective approach, some significant number of

consumers must not only read privacy notices for the businesses with whom they

currently deal, they must also consider the privacy practices of alternative service

providers and choose the provider whose practices best match their privacy

preferences. There is no reason to think that this currently happening, or will ever

happen." (Beales and Muris, 2008, p. 114)

Acquisti, John and Loewenstein (2009) show how individuals' choices on privacy vary

based on psychological effects studied in behavioral economics. In particular, Acquisti's

experiments show a significant difference between consumers' willingness to pay (WTP)

for additional privacy protection, and their willingness to accept (WTA) payment to give up

pre-existing privacy protections. WTP is systematically lower than WTA. These

differences are due to several effects, including the endowment effect (ie. what I currently

have is more valuable than what I would pay to acquire it), loss aversion and status quo

bias. Individuals' choices may also depend on the order in which the choices are

presented. Brandimante, Acquisti and Loewenstein (2012) also showed that contrary to

the assumptions of most privacy laws, individuals behave more recklessly when they

have more tools at their disposal to control their privacy.

Borgesius (2013) studied the ramifications of behavioral economics on consent,

concluding that "insights from behavioural economics cast doubt on the effectiveness of

informed consent as a privacy protection measure. Many people click ‘I agree’ to any
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statement that is presented to them." (Borgesius, 2013, p. 58). Borgesius suggests that

the law should impose certain default rules protecting consumers against the most

intrusive forms of tracking (eg. tracking based on health data), and make the default rules

"sticky" by adding transaction costs if the consumer wants to opt out. A minimum number

of mouse clicks, a telephone call or registered letter would be required to override the

default rule for certain intrusive forms of tracking. Other forms of tracking (eg. tracking of

children) might be prohibited altogether.

Posner (2008) makes the useful distinction between a person's "pure" interest in

concealment of personal information and a person's "instrumental" interest, which is

based on fear that the information might be used against him. Many individuals will not

hesitate to share highly personal information about themselves with strangers, for

example when chatting on an airplane. This tends to show that the revelation of highly

personal information in itself creates no damage for an individual, and may indeed create

a benefit, otherwise the person would not share the information. The benefit is

presumably the ability to learn similar information about the other person and improve

one's own information level and well-being. However, if the information is then used to

embarrass or blackmail the individual, a harm will materialize. It is the harm from misuse

that creates the harm, not the harm from disclosure itself. Posner (2008) emphasizes that

the two should not be confused.

4.4 Cost-benefit analysis applied to data protection

In the field of privacy law, explicit cost-benefit analyses are rare. One exception is

application of the concept of "unfair or deceptive practices" by the United States Federal

Trade Commission (FTC).

Section 5 of the FTC Act prohibits "unfair or deceptive acts or practices in or affecting

commerce."33 The FTC has used this provision to enforce data protection principles

against a broad range of companies in the United States, including in the internet sector.

The FTC has developed what Solove and Hartzog (2014) call a "new common law of

privacy." The FTC's enforcement actions, guidelines, and settlement agreements provide

details on how the FTC applies the broad principles set forth in the FTC Act to particular

facts. This process is similar to what courts do when adjudicating common law tort claims.

By examining how claims have been dealt with in the past, observers can anticipate how

a standard such as "fairness" will be applied in the future.

Beales (2003) describes how the fairness test has been applied by the FTC from 1938 to

present. In the 1970s, the FTC used its authority to prohibit unfair practices in a broad

variety of circumstances, relying in part on broad public policy criteria. Critics - - and in

particular the United States Congress - - became concerned that the unfairness standard

33 15 U.S.C. 45.
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was too subjective. In 1980, the FTC clarified its approach by adopting its "Unfairness

Policy Statement" (FTC, 1980). Congress then inserted the FTC's methodology into the

FTC Act itself in 1994. The United States Congress wanted to make sure that the FTC

would limit itself to an objective methodology when evaluating "fairness," and not rely

solely on public policy considerations.

The 1994 revision to the FTC Act creates a balancing mechanism to determine whether a

practice is "unfair:"

"The Commission shall have no authority under this section or section 57a of this title

to declare unlawful an act or practice on the grounds that such act or practice is unfair

unless the act or practice causes or is likely to cause substantial injury to consumers

which is not reasonably avoidable by consumers themselves and not outweighed by

countervailing benefits to consumers or to competition. In determining whether an act

or practice is unfair, the Commission may consider established public policies as

evidence to be considered with all other evidence. Such public policy considerations

may not serve as a primary basis for such determination."34

United States law therefore requires that the FTC conduct a cost-benefit test to determine

whether a practice is "unfair." If the practice causes substantial injury to consumers that

consumers cannot reasonably avoid, and the injury is not offset by corresponding

consumer benefits, then the practice will be deemed unfair. The unfairness test is

separate from the FTC's analysis of whether a practice is "deceptive." According to

Beales (2003), a "deceptive" practice is a subset of the larger category of "unfair"

practices. Under the FTC's methodology, a deceptive practice would not require a cost-

benefit analysis, and would be presumed to be unfair. This is understandable because a

deceptive practice is tantamount to lying to consumers, and such conduct is not likely to

have any offsetting consumer benefits.

In the field of data protection, the FTC has used the theory of deceptive practices to

sanction companies that do not honor their own privacy policies. In the case where a

company has not broken any of its own promises, the FTC will not be able to punish the

company for being deceptive. The FTC will have to show that the practice is "unfair." To

do this, the FTC must first find that the practice causes or is likely to cause substantial

injury to consumers. A substantial injury can result from a large injury to a small number

of consumers or a small injury to a large number of consumers.

Consumer injury for privacy violations is often difficult to measure and has been the focus

of much debate in the U.S, where the concept of privacy as a fundamental human right is

not as ingrained as in Europe (Whitman, 2004). The injury to each consumer taken

34 15 U.S.C. §45(n).
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individually can be extremely small. For example, the excessive collection of data may

marginally increase the risk that a given consumer will fall victim to identity theft or receive

unwanted advertisements. The individual injury in these situations would be difficult to

quantify. Nevertheless, the FTC has stated its belief that these practices may create a

substantial injury to consumers (Solove and Hartzog, 2014). Also, any practice that limits

a consumers' autonomy and choice may be considered to create a substantial injury. For

example, a default setting in software that leads to unexpected sharing of personal

computer files was held to be unfair because it hindered consumer choice.35

The injury must also be one that cannot be reasonably avoided by consumers. This

element of the equation captures the cost of accident avoidance present in the Hand

formula for torts: where the cost for the victim of taking measures to avoid the accident is

sufficiently low, it is economically efficient to allow the activity to continue and impose the

cost of avoidance on the potential victim. This ties in with the FTC's mission to ensure that

consumers are sufficiently informed and have the opportunity to make choices relating to

their privacy. Any hidden or unexpected collection or uses of personal data could be

deemed unfair because the consumer did not have a reasonable opportunity to make a

choice in the matter.

The last step in the unfairness test requires that the FTC evaluate any countervailing

benefits. This step requires that the FTC inquire whether the practice in question

generates new valuable services, or lower prices, for consumers. In this connection, the

FTC must compare the situation that would exist in the absence of any regulation by the

FTC to the situation that would exist if the practice were stopped or regulated. The

difference represents the costs associated with the FTC's own regulatory action, and

conversely, the benefits associated with leaving the practice unregulated.

In summary, the practice would be prohibited if and only if H-HA �“���: A-WP

Where:

H is total aggregate consumer harm created by the practice;

HA is aggregate harm that consumers can reasonably avoid;

WA is total consumer welfare when the practice is allowed;

WP is total consumer welfare when the practice is prohibited.

In each case W would be calculated without deducting H.

35 In re Sony BMG Music Entertainment, FTC complaint n° C-4195, 28 June 2007.
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The FTC's unfairness test can best be understood through an example. Imagine that the

FTC is considering the practice of setting third-party advertising cookies on users'

computers when the users open a webpage. Is there a substantial consumer injury (H)?

There may be, because the third-party ad cookies could lead to embarrassing situations

such as when a user is presented an advertisement that is related to his or her browsing

history and the user would prefer to keep the browsing history secret. The user may also

find such tracking "creepy" making the consumer less inclined to use certain internet

services in the future (Tene and Polonetsky, 2013). The FTC could view reduced

consumer trust in online transactions as a form of harm. Consumer harm (H) is certainly

present, even if its quantification will prove challenging.

Can the injury be reasonably avoided by the consumer? This may depend on the level of

disclosure provided to the consumer and the availability of easy-to-use tools to block

third-party advertising cookies. Good disclosure and an easy, one-click, blocking tool

might cause HA to approach H. The cost of avoidance would be low.

Finally, is the consumer injury offset by consumer benefits? This step would require the

FTC to evaluate the benefits that flow to consumers from the widespread use of third-

party advertising cookies. These benefits would consist principally of the wider availability

of free online services, which in turn increases consumer choice and freedom of

expression. The FTC would have to consider the costs associated with a prohibition of

third-party cookies or the imposition of a consumer opt-in mechanism. These costs would

be the difference between consumer welfare when the practice is allowed (WA) and

consumer welfare when the practice is prohibited (WP). If the costs associated with these

regulatory remedies (WA-WP) exceed the costs associated with the consumer injury that

cannot reasonably be avoided (H-HA), then the relevant practice would not be considered

unfair.

To date, the FTC has more readily alleged unfairness in data security-related

enforcements (for example, data breaches where companies are alleged to have had

unreasonable security practices that put personal information at risk of misuse) than it has

in pure privacy-related enforcement actions (for example, where the issue is not security

but a company’s decision to share personal information or to target ads to consumers in

alleged unexpected ways). Despite this, the FTC has expressed an increased willingness

to utilize unfairness even for privacy enforcement.

The FTC's fairness test relies explicitly on a cost-benefit analysis, comparing the

aggregate harm caused by a given practice to its aggregate benefits. Where the

aggregate harm outweighs the benefits, and avoidance costs are high for the victim, the

practice is unfair. Conversely, where the aggregate benefits outweigh the injury (after

taking into account reasonable injury prevention measures taken by the victim), the
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practice is fair. This approach reflects the traditional law and economics approach to tort

law, based on the so-called Hand formula (Posner, 2011). Under the Hand formula

(named after Justice Learned Hand), a person is negligent if he or she expends costs on

injury prevention ("B") in an amount less than the amount of the injury "L" multiplied by its

probability "P". When calculating "P", the injuring party can assume that the victim will

also take reasonable steps to avoid injury. Under this approach, not all injuries are

prevented, only a reasonable level of injuries. In its simplest form, the Hand formula

means that person will be negligent if, but only if, �$ O �2�.. A more refined expression of

the Hand formula compares expected costs of harm and expected costs of prevention at

the margin. The optimal level of prevention costs occur where an additional dollar of

prevention (B) would yield at least a dollar of reduction in harm (PL).

From a social welfare standpoint, the objective is to minimize the sum of total costs of

prevention (B) plus the total costs of harm (PL).

Graphically, this occurs where the lines PL and B intersect:

Figure 4, showing the changes in costs in harm ( PL) and in prevention ( B)

associated with different levels of care. C * represents the optimal level of care.

(Source: Posner, 2011)

This approach comes as close as possible to a negotiated outcome if there were a perfect

market for buying and selling risks and injury prevention measures (Coase, 1960). The

total costs of injury, plus the total costs of injury prevention spent by the injuring party and

the victim are minimized, thereby achieving an efficient outcome from a welfare

economics standpoint.

The European approach to fair processing in the privacy field focuses not on a cost-

benefit analysis, but on the level of information provided to the data subject and the data

subject's ability to exercise his or her individual autonomy. The FTC's approach is a
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welfare economics approach, whereas the European approach is an individual rights

approach. These two approaches are not necessarily incompatible, although the subject

is hotly debated (Kaplow and Shavell, 2006).

4.5 How to measure costs and benefits in privacy

Let us focus on the particular problem of conducting a cost-benefit test in data protection.

How should costs and benefits be measured? Alessandro Acquisti (2010) and Adam

Thierer (2013) explore this difficulty. Thierer's focus is on conducting cost-benefit

analyses in the context of regulatory proposals, following the United States rules on good

regulation that I examine in Chapter 5.

Acquisti (2010) and Thierer (2013) point out that privacy is an intangible - - and in many

cases immeasurable - - right, similar to the right to pursue happiness. Privacy is often

based on consumer emotions, not economic considerations, making economic evaluation

difficult. Individuals say that privacy is important, but traditional economic measurement

tools, such as willingness to pay (WTP) and willingness to accept (WTA), show that

individuals in fact attach a low value to privacy in practice. There is a considerable gap

between what people say, and how they actually behave when given a choice to acquire

(or forego) privacy protection in exchange for a price (ENISA, 2012). This paradox may

lead to an under-valuation of privacy harms, if the harms are measured using traditional

willingness to pay tests.

In some cases privacy violations can lead to measurable harm, such as when a company

loses credit card records. A loss of credit card information requires banks and consumers

to take steps to avoid fraud. Those steps create costs that can be measured. The receipt

of unwanted spam also creates harm that can be quantified, as does the loss of data that

might facilitate identity theft. Even if an actual case of identity theft cannot be traced to a

given data breach, the data breach increases the probability of identity theft, and that

probability can be estimated. Moreover, the increased risk of identity theft may require

that consumers take preventive action to address the increased risk, and the cost of those

measures can be quantified.

The most difficult harms to quantify are those associated with the feeling that certain data

practices are "creepy" (Tene and Polonetsky, 2013). Another way of looking at "creepy"

data practices is to call them practices that go beyond what a consumer would reasonably

expect. "Creepy" data practices may cause consumers to reduce the level of their activity

online, thereby creating a social cost similar to the cost created by excessive government

surveillance, which would cause people to communicate less (Posner, 1978).

In many cases, the data protection harm can be linked to inadequate information provided

to the data subject. Lack of information reduces consumer choice, and is a frequent
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justification for privacy regulation. Solove and Hartzog (2014) examine several cases

where the FTC has based its unfairness findings on inadequate information to consumers,

including cases involving non-obvious default settings in software.

After looking at the costs, and if possible quantifying them, regulators must look at the

benefits of the relevant practice. Benefits of a potentially unfair practice are equal to the

costs associated with stopping or regulating the practice. This means that regulators

must consider two situations: a situation where the practice is unregulated, and a situation

where the practice is regulated or prohibited, and compare the two situations. The

difference between these two situations is the opportunity cost of the regulation, or put

differently, the benefit of no regulation. Like privacy harms, benefits are difficult to

quantify. Widespread use of advertising cookies generates increased advertising

revenues through targeted advertising, which in turn brings more free services and

information to consumers. Goldfarb and Tucker (2011) attempted to measure the effect of

the EU cookie regulation on the effectiveness of online advertising. They found that

Europe's opt-in rule for cookies had a significant adverse effect on the online advertising

market:

"First, privacy protection will likely limit the scope of the advertising-supported

internet. However, it also crucially suggests that the types of content and service

provided on the internet may change. In particular, without the ability to target,

website publishers may find it necessary to adjust their content to be more easily

monetizable. Rather than focusing on political news, they may focus on travel or

parenting news because the target demographic is more obvious. Furthermore,

without targeting it may be the case that publishers and advertisers switch to more

intentionally disruptive, intrusive, and larger ads." (Goldfarb and Tucker, 2011, p. 18)

Goldfarb and Tucker also argue that privacy regulation has an effect on innovation, which

should be considered in any cost-benefit exercise. Thierer (2013) points out that privacy

regulation can also affect other individual liberties, such as freedom of expression. Like

harm to innovation, harm to freedom of expression is difficult to quantify. But the

existence of these harms should be considered, at least from a qualitative standpoint.

As we will see in Chapter 5, cost-benefit tests of this kind should be performed for any

proposed new regulation. The European Commission and the UK government conducted

regulatory impact assessments with regard to the proposed European General Data

Protection Regulation, but those assessments did not go into this level of detail.

5. FUNDAMENTAL RIGHTS AND PROPORTIONALITY

Both in the United States and in Europe, fundamental rights are routinely balanced in order to

adopt socially optimal rules. In Europe, the balancing is done in the context of the so-called
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proportionality test; which we will examine in this section. Any measure imposed on internet

intermediaries in Europe will have to satisfy the proportionality test if the measure affects one or

more fundamental rights.

5.1 The three-criteria test of the European Court of Human Rights

The European Court of Human Rights has developed three criteria that must be

cumulatively satisfied whenever governments introduce measures to limit fundamental

rights such as freedom of expression or privacy (Callanan et al., 2009). These three

criteria appear in one form or another in all the court decisions relating to limitations of

fundamental rights, including technical measures that address content policies such as

fighting online copyright infringement. This proportionality test must form part of any

methodology used to assess regulatory measures designed to deal with illegal content on

internet.

First criterion: the measure must be provided for in a law that is understandable and has

been adopted pursuant to democratic procedures.36 This is the first safeguard for

individual rights. When the legislature has adopted a law that specifically allows for a

technical measure that could have an impact on a fundamental right, there is a

presumption that the measure has been subject to a democratic debate and that the

outcome of that debate between elected officials already represents a balance of

competing interests and rights. The law must specifically envisage the restrictive

measure in question in order to pass this first test. A law that gives broad but unspecified

powers to the courts, to the government or to an administrative agency to impose

restrictive measures is less likely to pass this first test. Consequently any law adopted to

put into place a regulatory framework for fighting illegal content on the internet must

explicitly identify the measures that the regulator may apply and how the regulator should

apply the measures. In other words, the law must provide criteria to be applied by the

decision-maker and a framework for determining when the technical measures are

justified. The regulator in charge of applying the measure cannot be given a blank check.

The law must be clear, and easy to understand, to avoid the risk of arbitrary application.

The first criterion is explained by the European Court of Human Rights in a well-known

decision dealing with the blocking of the Google Sites service in Turkey37:

"In matters affecting fundamental rights it would be contrary to the rule of law, one

of the basic principles of a democratic society enshrined in the Convention, for a

legal discretion granted to the executive to be expressed in terms of an unfettered

power. Consequently, the law must indicate with sufficient clarity the scope of any

36 Opinion of the Advocate General in the ECJ, Scarlet v. SABAMcase n° 70/10.
37 Ahmet Yildirim v. Turkey, ECtHR n°31111/10, December 18, 2012.
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such discretion and the manner of its exercise." (ECtHR case n° 31111/10, par.

59)

"[J]udicial review of such a measure, based on a weighing-up of the competing

interests at stake and designed to strike a balance between them, is inconceivable

without a framework establishing precise and specific rules regarding the

application of preventive restrictions on freedom of expression (see RTBF v.

Belgium, cited above, § 114).38

Second criterion: the measure must seek to achieve a legitimate objective. This second

test will in most cases be satisfied. Restrictive measures adopted in democratic societies

generally seek to promote a legitimate objective such as protection of youth, protection of

property rights, privacy, cultural diversity or public security. For example, the protection of

copyright is recognized as a form of protection of property, which is itself a constitutionally

recognized right. Consequently, any measure adopted to limit online copyright

infringement will necessarily pursue a legitimate objective and satisfy this second test.

Measures intended to protect privacy, to protect children against exploitation, or to protect

the public against terrorist attacks, will also satisfy the second test.

Third criterion: the measure must be necessary in a democratic society. This test is the

most difficult to pass, and goes to the heart of the proportionality review. To satisfy the

third test, the measure must be narrowly tailored to achieve the desired objective without

affecting more than absolutely necessary other fundamental rights. It is this third test that

must form the core of the analysis for any measure taken by an internet intermediary

designed to implement a content policy on the internet.

These three criteria appear in various forms in court decisions and in international

documents dealing with fundamental rights, such as a recent United Nations report on the

promotion and protection of the right to freedom of opinion and expression (United

Nations, 2011), which summarizes the three-step test as follows:

“1. The restriction must be provided by law, which is clear and accessible to everyone

(principles of predictability and transparency);

2. The restriction must pursue one of the purposes cited in Article 19(3) of the

International Covenant on Civil and Political Rights, ie. respect of the rights or

reputations of others, protection of national security or of public order, or of public health

or morals (principal of legitimacy);39

38 Id., par. 64
39 Article 19 of the United Nations International Covenant on Civil and Political Rights (ICCPR) provides as follows:

1. Everyone shall have the right to hold opinions without interference.
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3. The restriction must be proven as necessary and the least restrictive means

required to achieve the purported aim (principles of necessity andproportionality).”

The best way to understand how the proportionality test works is to examine a court

decision explaining each step in the process.

One of the most interesting decisions is that of the British High Court in the BT TalkTalk

case.40 Two British ISPs, BT and TalkTalk, challenged the legality of the UK Digital

Economy Act (DEA) on several grounds, including violation of several European

directives. What is significant for purposes of this chapter is the claim that the DEA failed

the proportionality test. According to BT and TalkTalk, the restrictive measures envisaged

by the DEA affected more than necessary other fundamental rights and therefore failed

the third branch of the proportionality test. The British government prevailed on this issue:

the lower court held that the DEA satisfied the proportionality test. On appeal, BT and

TalkTalk did not raise the proportionality argument again. Consequently, the lower court's

analysis remains valid. Below is a short analysis of the lower court’s reasoning on the

question of "necessity."

5.2 Should a court give deference to lawmakers' balancing?

An important threshold question raised by the court in the BT TalkTalk case was to what

extent the court should second-guess balancing that was already done by the legislature.

Should the court approach the question anew, or should the court give deference to the

balancing that was already done by lawmakers? This point connects back to the first step

in the three-part test, ie. that the restrictive measure be adopted in a law that has been

subject to democratic debate. If the balancing test was done via the compromises

adopted through the legislative process, a court should hesitate before second-guessing

the outcome of that balancing.

In the BT TalkTalk case, the court found that where the balancing of interests relates to

broad social values and benefits, the court should defer to the legislature because: (i) the

legislature is more accountable to citizens than courts are,41 and (ii) the legislature will

2. Everyone shall have the right to freedom of expression; this right shall include freedom to seek, receive and impart
information and ideas of all kinds, regardless of frontiers, either orally, in writing or in print, in the form of art, or
through any other media of his choice.
3. The exercise of the rights provided for in paragraph 2 of this article carries with it special duties and responsibilities.
It may therefore be subject to certain restrictions, but these shall only be such as are provided by law and are
necessary:
a. For respect of the rights or reputations of others;
b. for the protection of national security or of public order (ordre public), or of public health or morals.

40 BT/Talk Talk, supranote 5.
41 "First, there is considerable support in the case law for the prop osition that the Courts should afford particular

deference to elected and accountable decision makers where the decision concerns subject matters that are regarded
as within the particular province of the political branches…. 'grea ter deference will be due to the democratic powers
where the subject matter in hand is peculiarly within their constit utional responsibility.'" BT/TalkTalk, supranote 5, at
para. 210.
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generally have better access to relevant information on societal balances than the court

will.42

The court said it would apply closer scrutiny if the relevant measure consisted in

restricting a fundamental right without a clear countervailing fundamental right being

promoted on the other side. This ties back with the second step in the three-part test, ie.

that the restrictive measure be adopted for the purpose of promoting a legitimate

objective. Protecting another fundamental right is a legitimate objective, and therefore

satisfies this test.

Giving some deference to the legislature does not mean blindly accepting its conclusions.

It means instead that where the balancing test is close, the court will accept the

legislature's conclusions and not substitute its own. The level of deference might be

lower if the institution doing the balancing was a regulatory authority instead of a

legislature. A regulatory authority is less accountable to citizens than are elected

members of parliament. Consequently the court's scrutiny of the regulator's balancing

might be more intense than the scrutiny of the parliament's balancing. In appeals of

regulatory decisions, courts generally give some deference to the technical findings of

regulatory authorities, particularly in areas where regulatory authorities have special

expertise. However, for questions relating to the balancing of fundamental rights, courts

will generally apply their own balancing anew, without giving deference to the conclusions

of the regulator.

5.3 Identification of the conflicting rights and interests

After determining what level of scrutiny should be applied to the measure (high, medium

or low), the court proceeded to explore the content of the balancing test as applied to the

DEA.

The court listed the relevant rights and interests in competition with each other. The court

identified three different kinds of rights and interests at stake in the DEA:

First, the rights of content owners to protect their copyright against unlawful activity on the

internet;

Second, rights of internet intermediaries to enjoy exemptions from liability and freedom of

regulatory burdens in connection with their activity;

Third, the rights of users to enjoy unrestricted access to information on the internet.

42 "Secondly, Parliament struck the challenged balance after a lengthy process of consultation of all interested parties,
which took account of the representations made by those parties, and after a voluntary, non-legislative scheme was
tried out. That process is likely to have provided the decisio n maker with an insight and capacity that the court is
unlikely to enjoy." Id., at para. 212.
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The court stressed that the rights to be balanced were all recognized as fundamental

rights:

…this is not a case where, on the one side, there is a human right, or a fundamental EU

freedom, and on the other side the State is seeking to restrict or interfere with that right on

the grounds of general utility or welfare.43

5.4 Balancing the relevant interests

Citing the Promusicae judgment of the CJEU44 and case law of the ECHR, the British

High Court concluded that copyright is an important right of property and that its

enjoyment and exploitation is recognized as a fundamental right.45 The court stated that

some fundamental rights suffer no restriction, such as the right to life or the prohibition of

torture and inhuman or degrading treatment or punishment. However, the right of

freedom of expression, although it is a fundamental pillar of a democratic society, is

subject to some restrictions. The right to the protection of privacy may also be restricted

using a balancing test.

The court then proceeded to balance the various competing interests. To quote the court,

a measure designed to limit copyright infringement may restrict fundamental rights:

"provided that the restrictions in fact correspond to objectives of general interest

and do not, taking account of the aim of the restrictions, constitute

disproportionate and unacceptable interference, impairing the very substance of

the rights guaranteed."46

The court here restates the second and third parts of the three-step test discussed above.

The terms "disproportionate and unacceptable" used by the court appear redundant: A

restriction that is "disproportionate" would necessarily be "unacceptable." The phrase

"impairing the very substance of the rights guaranteed" provides an example of when a

restriction would be disproportionate (and therefore unacceptable): Any restriction that

makes the exercise of a fundamental right difficult or impossible, and not just less

convenient, would be disproportionate, and therefore unacceptable. Respect for the

"essence of the right" is also reflected in Article 52(1) of the European Charter of

Fundamental Rights, which provides that:

"Any limitation on the exercise of the rights and freedoms recognised by this

Charter must be provided for by law and respect the essence of those rights and

freedoms. Subject to the principle of proportionality, limitations may be made only

43 Id., at para. 215
44 Promusicae v. Telefonica, Case C-276/06, CJEC Jan. 29, 2008.
45 BT/TalkTalk, supranote 5, at para. 215
46 Id., at 217, quoting the European Court of Justice in Schmidberger v. Republik Österreich, Case C-112/00, CJEC June 12,

2003.
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if they are necessary and genuinely meet objectives of general interest

recognised by the Union or the need to protect the rights and freedoms of

others."47

The test was also well summarized by the High Court of Ireland, in its June 27, 2012

decision EMI Records v. Data Protection Commissioner:

“…the nature of the injunction sought; the limitation to and the duration of any

monitoring; the breadth or narrowness of scope of any order; the nature of the

equipment to be used; the potential for the interference of that equipment with the

proper use of the existing systems of the intermediary; the balance of burden as

to equipment and personnel and cost; the intrusiveness of any remedy into

legitimate privacy and entitlement to communicate; and amalny potential data

protection impingements, together constitute the main factors in a court

determining where the proportionality of a remedy to the mischief of the improper

use of intellectual property online is to be struck or whether an injunction

application is to be refused, despite legal compliance, on discretionary grounds.”48

5.5 Absolute versus relative proportionality, cost-benefit analysis

Portuese (2013) demonstrates that the proportionality principle as applied by European

courts is in reality a form of cost-benefit analysis. Portuese argues that the case law of

the United States Supreme Court also reflects similar principles, although they are not

known by the name "proportionality." Portuese points out that the European

proportionality test includes two aspects: an absolute efficiency test, under which the

benefits of the rule should outweigh the costs for all stakeholders involved. In addition,

proportionality includes a comparative efficiency test, under which the net benefits derived

from the measure should be higher than those from all possible alternative measures. In

terms of balancing fundamental rights, Portuese characterizes the cost-benefit analysis as

ensuring that the marginal benefit reaped from the increased enjoyment of a fundamental

right is greater than the marginal cost of restricting another human right. In addition, the

measure that is selected should be the one that generates the highest net social benefits

after taking into consideration all other legally and factually possible alternatives

(Portuese, 2013).

Hickman (2008) distinguishes between overall proportionality and relative proportionality.

Overall proportionality is an overall cost-benefit analysis to verify that the costs of the

measure in interfering with individual rights are more than offset by benefits to society.

Relative proportionality consists of comparing several alternative measures and choosing

47 Article 53, Charter of Fundamental Rights of the European Union, 2000/C 364/01, OJEC Dec. 18, 2000, C364/1
(hereinafter the "EU Charter").

48 EMI Records v. Data Protection Commissioner, High Court (Ireland), 2012/167 JR, June 27, 2012, para. 8.10
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the one with the highest net social benefit. The focus here is in choosing the alternative

with the highest marginal utility, in a Kaldor-Hicks sense. Rivers (2006) argues that the

focus on relative proportionality should result in Pareto optimal result, whereas Hickman

argues that the optimal choice will be Kaldor-Hicks efficient.

Hickman points out that a measure that satisfies the overall proportionality test may not

satisfy the relative proportionality test, and vice versa. The two tests should be

cumulatively satisfied. Hickman regrets that the current approach to proportionality does

not clearly recognize these two tests, resulting in an absence of a clear methodology.

According to Hickman, "proportionality can either become the fig leaf for unstructured

judicial decision-making or it can become a powerful normative and predictive tool in

public law" (p. 716). Hickman refers to the relative proportionality test as the "minimum

impairment" or "least injurious means" test (Hickman, 2013, p. 701)

The difference between "overall" and "relative" proportionality lies in whether the costs of

a given measure include opportunity costs, ie. the costs associated with the best other

alternative. When opportunity costs are taken into account, the two tests yield the same

results. To illustrate, imagine two regulatory measures "1" and "2" designed to fight online

copyright infringement. Let us assume that the benchmark scenario, the scenario of no

regulation, corresponds to a level of protection of copyright of 10, and a level of protection

of privacy of 10.

Regulatory alternative 1 increases the level of protection of copyright to 15, but reduces

the protection of privacy to 8, yielding a net benefit of 3 (I assume here for simplicity that

each unit of copyright protection has the same value as a unit of privacy protection).

Regulatory alternative 2 increases the level of copyright protection to 16, but reduces the

protection of privacy to 5, yielding a net benefit of 1.

Both regulatory alternatives appear to yield positive net benefits compared to the baseline

scenario. Both would appear to satisfy the "overall" proportionality test. If opportunity

costs are considered, however, regulatory alternative 2 would fail the test. The costs of

regulatory alternative 2 in that case must include the forgone net benefits flowing from

regulatory alternative 1, the best other alternative. The net benefits of alternative 1 are

equal to 3. When opportunity costs are included, the costs of regulatory alternative 2

increase from 5 to 8, thereby exceeding the benefit flowing from alternative 2 (+6). This

yields a negative result, meaning that alternative 2 would fail the cost-benefit test when

opportunity costs are considered.

Proportionality is a form of cost-benefit analysis, requiring the selection of the measure

that generates the lowest impairment of fundamental rights while permitting a reasonable

level of enforcement of the desired policy objective. I will propose in Chapter 6 a system
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to include proportionality in the overall methodology used by policymakers when

evaluating possible measures affecting internet intermediaries.

5.6 Proportionality and the "least injurious means" test

The "least injurious means" test was articulated in the European Court of Justice's Queen

v. Ministry of Agriculture case:

"The Court has consistently held that the principle of proportionality is one of the

general principles of Community law. By virtue of that principle, the lawfulness of

the prohibition of an … activity is subject to the condition that the prohibitory

measures are appropriate and necessary in order to achieve the objectives

legitimately pursued by the legislation in question; when there is a choice between

several appropriate measures, recourse must be had to the least onerous, and

the disadvantages caused must not be disproportionate to the aims pursued."49

(underlined by the author)

Tranberg (2011) analyses several cases of the European Court of Justice, concluding that

the court's rule of proportionality requires national authorities to consider several

alternatives and select the one that has the lowest adverse impact on fundamental rights

while still attaining the desired objective. This methodology is strikingly similar to the one

used in regulatory impact assessments examined in Chapter 5. For example, in the Hüber

case, the ECJ considered German legislation requiring that data regarding immigrants be

held in a centralized database. The purpose of the database was to help protect

immigrants against discrimination. However, the database also created risks for privacy,

particularly due to its centralized character. In his opinion, Advocate General Maduro

indicated that a centralized database would be proportionate only if it is the only effective

method of applying the national provisions on migration and residence. If there are less

risky alternatives, such as a decentralized database, those alternatives should be used,

even if they are marginally less convenient and effective.50

In the Schecke case51, the CJEU considered EU legislation designed to enhance

government transparency by publishing the names of recipients of agricultural subsidies.

Here the court found that the European institutions had failed to apply the proportionality

test because they did not consider alternative measures that would have achieved the

desired objective of transparency with a lower interference with individuals' rights to

privacy. This case shows that proportionality is not only concerned with the outcome, but

also the process: authorities must consider several alternatives and evaluate whether less

intrusive measures are available that would still attain the desired objective.

49 CJEU, The Queen v. Ministry of Agriculture, Fisheries and food, ex parte FEDESA and others, Case C-331/88,
paragraph 13, quoted in Tranberg (2011).

50 European Court of Justice, Hüber, Case C-524/06, Advocate General Opinion, para 16.
51 European Court of Justice, Volker and Marcus Schecke Eifert, Cases C-92 and C-93/09, November 9, 2010, para. 81.
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The "least intrusive means" approach to proportionality could be expressed in the form of

an algorithm. The algorithm would identify the measure that has the lowest aggregate

level of interference with individual rights while still leading to results that fall within a

range of acceptable outcomes. For the algorithm to work, policymakers must first define

a range of acceptable outcomes, bearing in mind that a level of 100% enforcement of a

content policy will be neither achievable nor desirable as it would come at an inordinate

cost in enforcement resources and in terms of individual rights. If policymakers define a

range of outcomes going from a perfect outcome (which will generally not be achievable)

to second best, third best, and fourth best outcomes, it will then be possible to measure

different enforcement measures against these outcomes. If an enforcement measure

required to achieve the second best outcome creates large additional costs on

fundamental rights compared to a measure that achieves the third best outcome,

policymakers should prefer the measure that achieves the third best outcome. On the

other end, if the difference in cost is negligible between achieving the second best and

third best outcome, then it would be reasonable to adopt the measure that achieves the

second best outcome.

The difficulty at the outset would be to define the range of acceptable outcomes. When

important content policies are at stake, such as protection against child pornography, it

may be difficult for policymakers to admit that anything less than perfect protection is

acceptable. The reality is, however, that for any form of enforcement, including

enforcement measures to prevent serious crimes such as murder, the level of

enforcement will not be complete (Shavell, 1993).

When proportionality is viewed as a cost-benefit test (Portuese, 2013) requiring

consideration of several alternatives in order to choose the least intrusive (Tranberg,

2011), the proportionality test begins to look like a regulatory impact assessment. Chapter

5 will present the principles governing regulatory impact assessments, and Chapter 6 will

attempt to merge the proportionality principle for fundamental rights into a broad impact

assessment for measures designed to limit access to harmful content. The main lesson

from this Chapter 3 is that proportionality tests for fundamental rights are not necessarily

incompatible with "better regulation" principles and methodology used for conducting cost-

benefit analyses and regulatory impact assessments. Harms and benefits to fundamental

rights can rarely be quantified in monetary terms, but the relative benefits and harms of

different measures can be compared, allowing a regulator to select the measure that

creates the lowest relative harm while still achieving the desired objective.

5.7 Robert Alexy's balancing test

Alexy (2012) explains that when one fundamental right is impaired, the impairment must

be more than counterbalanced by the benefit derived from satisfying another
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countervailing right. Alexy created a weighting formula to measure the level of

impairment and the level of benefit:

�9�Ü,�Ý=
�+�Ü× �9�Ü× �4�Ü

�+�Ý× �9�Ý× �4�Ý

Where:

i and j relate to two competing rights or principles (Pi, Pj) that must be compared.

I is the intensity of the interference with, or the promotion of, the relevant principle Pi or Pj.

W is the abstract weight of the relevant principles Pi or Pj.

R is the level of reliability of the assumptions leading to I and W.

For example, if Pj represents a content policy relating to the protection of children against

sexual exploitation, and Pi represents individuals' right to privacy, the denominator in the

equation would attempt to capture:

�x the relative weight of the principle of fighting child pornography (W j);

�x the expected level of attainment of that principle resulting from the relevant measure (Ij);

�x the uncertainty (Rj) relating to Ij and Wj, in other words the degree of reliability of the

empirical assumptions concerning what the measure in question means for the non-

realisation of Pi. Put more simply, R is the risk of error.

In this formula, the denominator represents that right that is being protected and the

numerator is the right that is being interfered with. The numerator would attempt to

capture:

• the relative weight of the principle of protecting privacy (W i);

• the expected level of interference with that principle through the relevant measure

(Ij);

• the uncertainty (Ri) relating to Ii and Wj, ie., the risk of error.

R would generally be between 0.5 and 1; W would be 1, 2, 3 or 4; I would be 1, 2, 3 or 4.

Alexy suggested using a three-level scale, based on a geometric progression. A "low"

level of interference would be given the number 20 (ie., 1); a "medium" level of

interference would be given the number 21 (ie., 2); a "high" level of interference would be

given the number 22 (ie., 4). Similar values would be given to the weighting variable "W",

corresponding to the relative importance of the fundamental right. This would permit high
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levels of interference (I = 4) with important fundamental rights (W = 4) to stand out in the

numerator, by creating a product of 16.

A low value of Wi,j, and in any event a value less than 1, would be necessary to justify a

measure.

In the practical examples given by Alexy (2014), the "R" factor rarely comes into play. The

essence of Alexy's formula boils down to attributing a score to the importance of the right

in the abstract (W), and then attributing a score to the level of interference with the right

(I).

In the context of an EU-funded research project called "SURVEILLE", researchers

adapted the Alexy formula and applied it to surveillance measures designed to fight crime

and terrorism (Scheinin and Sorell, 2015). The objective of the SURVEILLE project is

similar to mine: define a standard methodology against which proposed measures can be

assessed, particularly in light of their efficacy in attaining the intended objective, and the

level of interference with fundamental rights.

In the context of the SURVEILLE project, Grazia (2013) examines each fundamental right

potentially affected by government surveillance measures, dividing those rights into their

key attributes. Grazia then attempts to distinguish between the "essence" of the right,

which may not be interfered with, and the peripheral attributes of the right, which in most

cases can be interfered with, provided there is a good reason for doing so.

The SURVEILLE approach will be examined in more detail in Chapter 7.

5.8 Nussbaum's ethical filter

Nussbaum (2002) argues that certain basic entitlements cannot be balanced in a cost-

benefit analysis:

"[S]ome costs have a distinctive nature; they are bad in a distinctive way. No

citizen should have to bear them." (Nussbaum, 2002, p. 1036)

The definition of the minimum level of entitlements can prove difficult, but conceptually, for

each fundamental right, there is a red line that cannot be crossed, regardless of the

countervailing benefit. In European proportionality reviews, this concept is reflected in the

requirement that interference with fundamental rights must not destroy the "essence" of

the right. Nussbaum warns that cost-benefit analyses can lead to morally wrong

decisions. One suggestion is to attribute an infinitely high cost (Nussbaum refers to a

"tragedy tax") to certain interferences with fundamental rights, so that any proposals

involving unacceptably high interferences are eliminated.
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In the methodology I propose in Chapter 6, the "tragedy tax" would be reflected in the

additional constraints applied after the initial cost-benefit analysis is completed. Any

proposals that include a "severe" or "extremely high" interference with a fundamental right

would be eliminated, regardless of the level of countervailing benefits.

5.9 Fundamental rights and the Hand formula

Most fundamental rights are not absolute, and can be balanced against other rights and

interests. The balancing is called the "proportionality test" and is applied by courts to

measures that limit access to information on the internet.

The proportionality test represents a form of cost-benefit analysis, where the costs and

benefits correspond to impacts on fundamental rights. These costs and benefits cannot

generally be reduced to monetary values. However, a scoring mechanism or other

techniques can be used as a rough substitute. (I will propose methods in Chapter 6.)

Under the proportionality test, policymakers must choose the "least intrusive means" to

achieve the desired objective. This involves not only comparing the costs and benefits of

the proposed measure, but also taking into account opportunity costs, ie. the net benefit

that is forgone from not choosing the best available alternative.

If we compare harm to fundamental rights as a kind of accident that generates monetary

damages, then the Hand formula could apply:

Figure 5 illustrating the Hand formula and the optimal level of accide nt prevention

measures. (Source: Posner, 2011)
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PL would represent the costs associated with violation of the fundamental right that is

being protected by the relevant policy measure, eg. the right to privacy. The more units of

prevention that are devoted to protecting the right to privacy, the lower the costs

associated with privacy-right violations. This is illustrated by the downward slope of PL.

B would represent the costs resulting from the regulatory measure designed to protect

privacy, eg. harm to freedom of expression. The more units of prevention that are devoted

to protecting privacy, the higher the costs associated with violation of freedom of

expression. This is illustrated by the upward slope of B.

Under the Hand formula, total accident costs should be minimized, ie. the sum of B and

PL. When applied to fundamental rights, the test leads to a similar result, ie. the total

costs of interference with fundamental rights, B + PL, should be minimized.

Conceptually this appears simple. In practice, it will be difficult to reach any consensus on

where to place the PL and B curves on the graph. However, keeping the graph in mind

will help policymakers avoid the mistake of assuming that measures designed to protect a

fundamental right (eg. privacy) must necessarily be situated on the far right-hand side of

the x-axis. Moreover, the use of a scoring mechanism similar to Alexy's can give a

general indication on how the respective curves should be placed, leading to the

emergence of one or two alternatives that are not too far from the theoretical optimum.
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CHAPTER 4 - INSTITUTIONAL ALTERNATIVES FOR REGULATING ACCESS TO INTER NET CONTENT

1. CATEGORIES OF INSTITUTIONAL OPTIONS

This chapter will focus on the institutional alternatives that can be considered when imposing

measures on technical intermediaries.

There exist four main categories of institutional frameworks for regulating access to internet

content.

(i) General liability or property rules enforced by the courts (court regulation);

(ii) Detailed regulatory rules developed and enforced by an administrative or

regulatory body (administrative regulation);

(iii) Self-regulatory regimes, which can involve unilateral regulation by each

firm through individual terms of use (unilateral self-regulation), and

regulation through collective codes of conduct (multilateral self-regulation);

(iv) Co-regulatory regimes, where the government delegates some regulatory

functions to the regulated enterprise, which the regulated enterprise

conducts under the government's supervision.

These four institutional frameworks often coexist with and complement each other. Indeed the

first framework, general liability or property rules enforced by the courts, almost always exists,

either by itself or as a backstop for other regulatory measures. In the shadow of liability rules and

court enforcement, private actors use unilateral self-regulation, regulation through contract, to

govern their relationship with users. The question then is whether supplemental institutional

alternatives – administrative regulation, multilateral self regulation, or co-regulation -- are useful.

This chapter does not have the ambition of trying to identify an optimal institutional framework.

Brousseau (2007), Marsden (2011) and Weiser (2009) examine various forms of internet co-

regulation, Brousseau focusing in particular on "multi-level" regulation. (I discuss Brousseau's

approach in Section 6 below.) This chapter is less ambitious. It seeks simply to illustrate how the

four different institutional frameworks operate (and interoperate) in the internet environment, and

identify the principal advantages and disadvantages of each alternative.

2. GENERAL LIABILITY OR PROPERTY RULES ENFORCED BY THE COURTS

The most basic institutional structure consists of laws that are then enforced by the courts. The

vast majority of economic activity is governed by general principles of law that are then applied on

a case-by-case basis by the courts. In civil law systems, the general principles of law are defined

in a code, such as France's Civil Code. In common law systems, the general principles are

developed through judicial decisions. However, even in common law jurisdictions such as the
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United States, most legal principles are now reflected in laws enacted by the legislature and

organized in codes.

Sound legal principles are general in nature, and not linked to any economic sector or technology.

A good law is one that can survive over time and is flexible enough to adapt to new

circumstances and technologies (Conseil d'Etat, 2016). The court's job is to apply the general

principle to new circumstances.

2.1 Advantages and disadvantages of regulation by courts

The court system is designed to conduct fair adjudication of individual disputes, and

performs this function very well. The judges who decide disputes are independent, and

the procedures they use are designed to ensure that both sides of the case are given a

full opportunity to be heard. The risk of error is reduced by an appeal mechanism.

Obviously, not all judges are truly independent, and the procedural safeguards do not

always work the way they should. Nevertheless, the court system is designed to come as

close as possible to an ideal adjudication system for individual disputes. The judicial

system benefits from high legitimacy because it is anchored in the country's constitution.

Both the decision-makers and the decision-making process are respected. Industry

capture of course is less likely to occur than within specialized regulatory agencies where

regulators have a close on-going relationship with regulated entities. Decisions that come

out of the court system are generally perceived as fair. The court system is a public

service -- judges and their staff are paid by the state, not by the parties to the dispute. As

we will see below, litigation before courts can be expensive, but the cost is not due to the

fees of the judges or their staff.

Courts are flexible: their job is to apply a law to new circumstances, and find an outcome

in each case that is fair and promotes the objectives of lawmakers. As noted below, this

flexibility can be defeated if the law is poorly drafted.

In matters involving fundamental rights, courts are considered the most legitimate -- and

in some cases the only legitimate -- decision maker. This is why courts will always be

involved in any institutional framework dealing with internet content. Their presence is

unavoidable because they guaranty that regulatory authorities (or self-regulatory

initiatives) do not violate laws or constitutional rights of individuals. Because courts are

unavoidable in any regulatory framework dealing with internet content, the only question

is whether courts are sufficient by themselves, or whether additional institutional layers

are necessary or useful.

Courts have several disadvantages. First, courts are designed to adjudicate disputes

relating to events that occurred in the past. For example, the court will determine whether

an internet platform acted promptly enough in removing illegal content once it received a

notice. The court's focus is on something that happened months, maybe even years,
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earlier. Courts generally do not conduct forward-looking analysis when adjudicating

individual disputes, or ask what the ideal rule would be for development of the internet

ecosystem for the future. The courts may conduct this analysis as part of their

examination of the case, but it is not their primary focus. Their primary job is to determine

who was right or wrong when the event occurred in the past. As we will see below, this is

quite different from the role of administrative regulators, whose jobs are to monitor a given

sector and adopt decisions that move the sector in the direction desired by lawmakers.

Second, the primary job of the courts is to render justice between two parties in an

individual case. The purpose of court decisions is generally not to design rules that will

affect the behavior of an entire sector. Court decisions can of course have this effect

indirectly. Economic agents will observe court decisions and adjust their behavior

accordingly. But this is not the primary objective of the court. The court's objective is to

render justice between two parties in a given fact situation. The effect of the decision on

behavior of other industrial actors is a secondary consideration that courts may in some

cases take into account. But it is not the job of courts to make law or regulations, and

courts may in some cases be oblivious to the effect of their decision on other economic

actors. Moreover, because every individual dispute involves different facts, court

decisions can be inconsistent with each other, thereby sending contradictory messages to

the market.

Third, judges depend on the parties to the dispute for access to information. Judges

generally cannot undertake independent investigations, and at the beginning of a case

they are ignorant about the economic and technological context of the dispute. The result

is that judges are dependent on the parties for access to information, and the information

provided to them can be limited and biased.

A point related to judges' lack of information is the fact that judges are generally not

expert in complex technical or economic issues. This can be a disadvantage in some

cases, but an advantage in others. A lack of specialization can mean that the judge must

devote considerable time to understanding some of the basic technical and economic

parameters of a sector. Not possessing expertise, the judge can make mistakes that an

expert would not make. On the other hand, a lack of specialization can render the judge

free from accepted industry thinking. A non-specialist will more easily be able to think

creatively and draw on examples from other sectors. Moreover, not all judges are

generalists. In certain larger court systems, judges are assigned to specialized subject

matters such as copyright or internet disputes. These judges acquire considerable

expertise during their career on subjects such as notice and takedown for internet sites.

A major disadvantage of the court system is that the adjudication of individual disputes is

generally slow. Courts have the ability to act fast in certain circumstances, in particular

where there is danger of irreparable harm. However, these urgent proceedings are
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available only in exceptional circumstances. The normal mode of functioning for a court is

to examine the case over a period of several years. This long time period can be

attributable to the large backlog and shortage of judges. In other cases, it can be

attributable to procedural manoeuvres deployed by one party to delay the lawsuit. The

delay inherent in court decisions creates several drawbacks. If the dispute is between a

new entrant and a large well-established incumbent, the new entrant may perish while the

case is being adjudicated. Even if the new entrant is right, the court decision will come too

late to be of any use. The market will have moved on, the new entrant will have gone

bankrupt or have had to change its business model.

To the extent a court decision is intended to send signals to the market, a delay of several

years for adjudication is a drawback because it prevents the decision from having an

effect on the market when it is most needed. This is especially true in a fast-moving

market such as the internet. In addition, a court decision may not be final. As noted

above, court decisions can be appealed and may contradict each other, leaving the

market uncertain until the matter reaches the country's highest court. The process may

take a decade.

In the area of notice and takedown, it took ten years for certain issues to be clarified, such

as the kind of internet platform that can benefit from the liability safe harbor. Some

questions are still unsettled because of inconsistent court decisions. Internet platforms

manage this uncertainty. It is difficult to know whether the slow development of rules on

notice and takedown created significant social costs compared to an alternative scenario

in which detailed rules would have been developed at the outset through a regulatory

authority.

Last, once a decision is rendered, courts generally do not conduct ongoing supervision

over a given actor or situation. The court can only react to specific requests raised by

litigants, and cannot itself supervise the application of its decisions over time. As we will

see below, regulatory authorities can more easily conduct on-going supervision of market

actors.

2.2 Summary table

The main advantages and disadvantages of relying solely on liability or property rules with

court enforcement can be summarized as follows:

Advantages

�x Judges have a high degree of independence, with a lower risk of conflict of interest or

industry capture than other regulatory bodies.

�x The court system is procedurally fair: both parties have the right to be heard and a right to

appeal.
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�x Court decisions generally lead to the fairest outcome for the individual dispute.

�x Courts are accustomed to applying legal principles to new circumstances.

�x Courts are perceived as the most legitimate forum for disputes involving fundamental

rights.

Disadvantages

�x Courts create rules to apply to things that already happened. The rules are not forward-

looking.

�x Courts' first priority is to find the right rule for the individual dispute at hand, and not

necessarily the right rule for the industry.

�x Because decisions are focused on particular fact situations, court decisions are often

inconsistent with each other.

�x Court decisions require several years to be issued, even more in case of an appeal.

�x Judges depend on the parties for access to information.

�x Judges generally lack expertise in specialized technical or economic issues.

�x Courts cannot easily conduct on-going supervision of market actors.

3. ADMINISTRATIVE REGULATION

3.1 Division of responsibilities between the lawmaker and the regulator

The traditional method of regulation of a particular sector (eg. banking or

telecommunications) is for the legislature to enact a law setting out high-level legal

principles for the sector and then to entrust the application of those principles to a

regulatory authority. The regulatory authority will generally have the ability to adopt

recommendations or binding rules that apply the legal principles to actors in the market,

and sanction actors that ignore the rules. The regulatory authority may have an

adjudication function pursuant to which parties can ask the regulatory authority to resolve

disputes. The regulatory authority will generally have investigatory powers allowing it to

gather information or even conduct dawn raids. Decisions of the regulatory authority –

whether rule-making decisions, sanctioning decisions or dispute resolution decisions –

are almost always appealable to courts. The regulatory authority is never a substitute for

courts. Courts retain the ultimate power to determine the legality of the regulator's actions.

3.2 General versus detailed legislation

In the field of measures to limit access to illegal content on the internet, lawmakers have a

dilemma. On the one hand, given the sensitivity of the issues and the careful balancing

that must accompany any measure, lawmakers will want to draft detailed legislation in

order to get the balance right. Detailed legislation will permit lawmakers to do the

balancing themselves, contributing to the measure's legitimacy. The legislature is

arguably the best institution to balance sensitive rights and interests, because the
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legislature is directly accountable to citizens. Also, lawmakers may wish to avoid

delegating regulatory authority for something as politically sensitive as measures to limit

access to content on the internet. However, a careful balance struck after detailed

legislative debate and compromise will result in a text that is perfectly adapted to the

technology, business models and social context that existed at the time the debate took

place. But when the law is actually applied, the balance struck by the legislature may

already be outdated, overtaken by technological change and new social or business

trends. The law will be ineffective, derided by critics as creating risks for fundamental

rights, costing taxpayer money, without yielding any of the benefits that were supposed to

be part of the original equation. A good example if this is the American Home Recording

Act (AHRA), in which the United States Congress enacted detailed rules to deal with

copyright infringement via digital audiotape recorders.52 Digital audiotape recorders never

became popular, and AHRA was quickly obsolete. Another example is the French

HADOPI law. The law and its implementing decrees had peer-to-peer file sharing in mind.

But when users turned to streaming and direct download, the HADOPI's regulatory

framework proved ill-adapted to the new technology and usage patterns.

Another choice for legislatures is to write laws that are so general that they cannot

become outdated. This option has advantages. A general law is more likely to stand the

test of time, because courts or regulatory authorities can interpret the law in light of new

technological developments and fact situations. Section 5 of the Federal Trade

Commission Act, which prohibit "unfair and deceptive practices," is a good example of a

provision that is general enough to be applied to many different circumstances. A

regulatory authority such as the FTC can apply the "unfair and deceptive" standard to

almost any situation that might arise on the internet, and the standard will never be

outdated. The disadvantage of a general law is that it can create an unpredictable

environment for stakeholders, who will have difficulty guessing in advance whether their

own conduct falls within the standard or not. To address this shortcoming, the FTC

issues guidelines so that market actors understand how the FTC intends to interpret the

"unfair and deceptive" standard in various contexts.

In sum, a law that is too precise will have the advantage of being predictable, but runs the

risk of becoming obsolete. A law that is too general will better stand the test of time, but

will create uncertainty for stakeholders.

A third potential route --- one used in the European framework for regulation of electronic

communications -- is for the legislature to adopt a detailed balancing methodology and

entrust an independent regulatory authority with its application. This option permits the

law to evolve with technological changes, and provides more predictability than the

situation in which a bare standard, such as "unfair and deceptive," is used.

52 17 U.S.C. 1001 et seq.
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3.3 Regulatory authorities have better access to information and industry expertise

Regulatory authorities have several advantages over courts. Like courts, regulatory

authorities are dependent on regulated entities for access to information. Consequently,

the level of information is far from perfect. However, regulatory authorities have more

tools at their disposal to gather information than courts do. Regulatory authorities

routinely issue public consultations and questionnaires to gather information from market

players. Regulatory authorities can use their investigatory powers to gather information.

Regulatory authorities also conduct forward-looking economic studies and market

analyses, something that courts do not do.

Regulatory authorities have in most cases a higher level of subject matter expertise than

do courts. Regulatory authorities have staffs of economists, engineers and lawyers who

are specialized in the relevant industry. Judges do not have access to these resources.

Regulatory authorities have a forward-looking mission. Their objective is above all to

ensure that a given market sector moves in the direction desired by lawmakers. Events of

the past are only relevant insofar as they affect future market trends. The regulatory

authority may in some cases be called on to sanction past behaviour or adjudicate private

disputes. But the main objective of the regulator is elsewhere: to send signals to the

market so that economic agents adapt to their behavior in a way that furthers the

objectives defined by lawmakers.

Regulatory authorities are in many cases able to act more quickly than courts. A

regulatory authority can adopt industry guidelines in less than 12 months. Some

regulatory proceedings take much longer than this, and can even exceed the time needed

for court proceedings. However, the time period for regulatory decision-making is

supposed to be shorter than in the court system. This permits the regulatory authority to

have a quicker effect on the market than would an individual court decision.

Finally, regulatory authorities are able to adjust their decisions and eliminate rules that are

no longer needed. This provides flexibility to adapt rules to changing markets and

technology.

3.4 Risk of industry capture

Regulatory authorities are more prone to industry capture than are the courts. Regulatory

authorities have an ongoing relationship with players in the regulated industry.

Regulators depend on industry players for access to information and for participation in

regulatory hearings. Where regulated entities voluntarily comply with regulatory

guidelines, the regulator can avoid adopting binding rules or imposing sanctions, which in

turn helps the regulator avoid long and potentially damaging53 court battles. Regulatory

53 A court challenge carries considerable risk for a regulatory authority, because an unfavorable decision on the scope
of the regulator's powers could undercut a considerable part of the regulator's work.
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authorities have many incentives to coax market participants into voluntary compliance,

instead of trying for force compliance through legal force.

Most regulatory authorities have rules prohibiting a member of a regulatory authority from

working for a regulated entity for a certain time after their employment as a regulator.

Nevertheless, many employees of a regulatory authority see employment with a regulated

entity as a possible career path for the future. There are many reasons why regulators

will want to maintain a good relationship with regulated industry players. Consciously or

not, the regulatory authority will not want to take actions that seriously disrupt the players

it regulates. The regulator will prefer gradual change over sudden disruptions in regulatory

policy. This may lead to a situation where the regulatory authority adopts positions that

have the effect of protecting existing market players against disruptive new entrants,

technologies or economic models. In this respect, regulators can unconsciously impede

innovation and favor the status quo.

Regulatory capture may be less of an issue for regulators that deal with a broad range of

industries. Competition authorities, consumer protection and privacy authorities (such as

the FTC in the United States or the CNIL in France) deal with a multitude of industries and

players. They do not need the same close relationship with a given industry sector as

does a sector-specific regulator such as a regulator of telecommunications or financial

services.

3.5 Risk of regulatory creep

Regulatory authorities will have a natural inclination to take actions that increase their own

power. When given a choice between a regulatory decision that gives the regulatory

authority a greater role in regulating the industry, and a decision that lightens or removes

regulation, the regulatory authority will naturally prefer the first option because it will keep

the regulatory authority with a job. This phenomenon is referred to as "regulatory creep."

Consciously or not, regulators will be reluctant to withdraw existing regulation because

doing so could reduce demand for the regulator's services. The more natural path for

regulators to follow is to increase regulation and their regulatory power. This path will

reinforce the perception of the regulator's importance, potentially giving the regulator

access to more budgetary resources from the government. Regulators compete with other

branches of government for limited budgetary resources. In the market for access to

budgetary resources, each regulator must convince lawmakers that that regulator's job is

more important than that of its peers. A regulator who adopts a deregulatory policy will

disadvantage itself in the competition for scarce resources.

3.6 Territorial limitations to regulators' powers

Regulatory authorities are inherently national in character. They exist because a

country's legislature created them and gave them powers. Consequently a regulator
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generally has no power outside its own country, and may have difficulty regulating an

entity located outside the regulator's country even if the entity's actions have effects within

the country. This is one of the principal challenges of regulating players in the internet

ecosystem. Content and service providers can be located almost anywhere and provide

their services worldwide via the internet. The actions of individual regulatory authorities

are often ineffective against such entities.

3.7 Example of administrative regulation: the FTC's regulation of priv acy

Section 5 of the Federal Trade Commission act empowers the Federal Trade Commission

to take action against any "unfair and deceptive practice" in commerce. The FTC has

interpreted this provision as giving the FTC broad authority to take action against

companies that process personal data of consumers in ways that are misleading or unfair.

For certain sectors of industry, the United States has enacted detailed data privacy laws

that impose specific requirements on market actors. An example is the United States

HIPAA legislation, which closely regulates how hospitals, clinics and insurance

companies handle personal health data.54 Detailed rules of this kind also exist for financial

services, telecommunications services, cable television, credit reporting in the United

States. By contrast, the United States rules on "unfair and deceptive practices" are quite

general in nature. These terms give the FTC a great deal of flexibility to adopt the

guidelines, and bring sanction procedures in a wide variety of contexts. Because a

number of industrial sectors in the United States are not covered by sector specific data

privacy rules, the FTC has filled the void by applying the "unfair and deceptive practice"

principle to data privacy issues in the United States.

Because the FTC deals with a broad range of different industries, it is less prone to

industry capture than a specialized regulatory authority in the energy sector for example.

The FTC has a number of tools at its disposal to do its job as a regulator. The first tool

involves conducting individual investigations and entering into settlement agreements with

violators. When the FTC investigates a given violation and concludes a settlement, the

findings of the FTC will be made public so that other companies can learn from the

experience. In this way, the FTC sends a message to all market players as to how the

FTC interprets the "unfair and deceptive" standard in given factual circumstances. This

function is not unlike that of a court, whose decisions will be scrutinized by all market

actors in an effort to understand how the court applied a general legal principle to a

specific fact situation.

Finally, the FTC organizes public hearings, consultations and issues recommendations in

an attempt to gather information from the market and adopt guidelines that reflect to the

greatest extent possible and industry consensus. This activity is quite different from that of

a court, in that the FTC will attempt to develop interpretations of the legal principle after a

54 Pub.L. 104-191.
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broad collection of data from the market. As we saw above, a court will typically only be

able to collect data from parties to the litigation, and will not be as concerned with making

a ruling that reflects industry consensus. The FTC by contrast will prefer industry

consensus as it will tend to make regulations more effective and enforceable.

3.8 Summary table

The main advantages and disadvantages of administrative regulation are as follows:

Advantages

�x Regulatory authorities can collect market information from various sources: investigations,

consultations, and industry questionnaires.

�x Regulatory authorities have subject-matter expertise and can rely on multidisciplinary

teams (engineers, computer scientists, economists, lawyers).

�x Regulatory authorities try to develop industry consensus and adopt rules reflecting

consensus when possible. This in turn helps compliance and enforcement.

�x Regulatory authorities have a broad set of tools at their disposal to influence market

actors: workshops, guidelines, binding rules, sanction proceedings, settlement

agreements.

�x Actions by regulatory authorities are in most cases faster than court actions.

�x Regulatory authorities follow a road-map defined by lawmakers, thereby giving legitimacy

to regulators' action.

Disadvantages

�x Regulatory authorities depend on market players for access to information.

�x Regulatory authorities can be subject to industry capture, particularly where the regulatory

authority deals with a single sector.

�x Regulatory authorities will have a tendency to increase their own powers (regulatory

creep).

�x A regulator's authority is limited to a single country.

4. SELF REGULATION

4.1 Self-regulation and the internet

Most of the rules surrounding how the internet functions are developed through self-

regulation. The technical standards used on the internet as well as the domain name

system are developed and enforced principally through self-regulatory mechanisms.

During the 1990s some scholars speculated that rules relating to content on the internet

might be governed by a form of lex mercatoria, similar to the self-regulatory regime

applied by merchants in the Middle Ages (Reidenberg, 1998). Because the internet was

developed through private rules and codes of conduct, it seemed reasonable to suppose
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that issues relating to content on the internet could also be governed by a global body of

private rules, similar to the acceptable use policies one sees today in social media

platforms. Early internet users, who were almost all academics at the time, observed

"netiquette," a code of conduct that prohibited use of network resources for commercial

purposes.

Let us examine the classic cases where self-regulation works, before examining two

forms of self-regulation: unilateral self-regulation (contractual terms of use), and

multilateral self-regulation (codes of conduct).

4.2 Self-regulation works well in groups with stable membership

In certain contexts, self-regulatory regimes are extremely effective. In the right

circumstances they can achieve high levels of compliance while generating few

enforcement costs. In successful self-regulatory regimes, public courts and police are

unnecessary. Professional guilds are an example of this kind of self-regulatory situation.

Bernstein (1992) studied diamond merchants in New York and concluded that the

success of the self-regulatory structures among diamond merchants is based on the fact

that the membership of the group is relatively stable. Entry and exit from the group is

difficult, which means that the cost of violating the group's internal rules is high. A

member of the group who is sanctioned and excluded from the group will not have access

to the resources and business opportunities associated with group membership. Because

rules are enforced by members of the group, the use of the state's enforcement power is

unnecessary to achieve compliance. The group finances its own enforcement

mechanisms, making recourse to courts unnecessary in most cases. While the self-

regulatory regime cannot use the power of the state to impose punishment (eg.

imprisonment), the self-regulatory body can order exclusion from the group. Where the

costs of exclusion are sufficiently high, self-regulatory bodies can achieve high levels of

compliance with internal rules without recourse to state enforcement mechanisms.

Dixit (2009) underlines the problems of enforcement in multilateral self-regulation

environments. Good enforcement generally requires a stable community with many

ongoing interactions, and good information flows about members' behavior. Enforcement

by other members of the group may give rise to some private costs. Punishment actions

undertaken by certain members therefore becomes a public good and individuals have

the temptation to free ride just as in any other context of private provision of public good.

The communication channels that are needed for members to enforce rules against each

other become weaker as the size and scope of the group expand. Successful governance

in a large group or one with a large geographic or social spread eventually requires a shift

toward more formal methods of governance.
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4.3 Self-regulation works well where the self-regulatory organization (SR O) controls
access to a scarce resource

Effective enforcement is also possible where the self-regulated group controls a scarce

resource. In the case of a bar association or medical board, the scarce resource is the

license to practice law or medicine. In the case of the internet domain name system, the

scarce resource is domain names.

4.4 The difference between unilateral self-regulation and multilateral self-r egulation

There are two main categories of self-regulation. Self-regulation can take the form of

contractual rules imposed by a service provider on its customers. We will call this

"unilateral" self-regulation. Unilateral self-regulation is present everywhere: tennis clubs

impose rules on their members; internet platforms impose their terms of use on users of

the platform. In unilateral self-regulation, the contract with users is the regulation.

Self-regulation can also take the form of rules developed by a group of stakeholders in a

given industry to govern the conduct of the stakeholders themselves. We will call this

"multilateral" self-regulation. Examples of multilateral self-regulation include professional

guilds, such as bar associations and medical associations. The self-regulatory bodies

created to deal with internet policy are the result of multilateral self-regulation. Multilateral

self-regulation can take the form of nonbinding recommendations, or of binding rules.

Multilateral self-regulation often requires the creation of a governance body charged with

applying the rules.

We will examine briefly below an example of unilateral self-regulation, and an example of

multilateral self-regulation. The example of unilateral self-regulation will be the terms of

use of internet platforms. The example of multilateral self-regulation will be the self-

regulatory organizations created by stakeholders in the advertising industry.

4.5 Unilateral self-regulation by internet platforms

(a) Internet platforms control membership privileges

Popular internet platforms have the power to exclude users from the platform, and the

cost of exclusion is high for users. By entering a social media platform, a user agrees to

abide by the terms of use, much like a travelling merchant in the Middle Ages would agree

to abide by the rules of a local market place when entering the market. Like a

professional guild, a social media platform can enforce its terms of use simply by

withdrawing access to the platform. A high degree of enforcement can be achieved with

minimal or no action being necessary from the government. In this respect, internet

platforms would appear to have the ability to enforce internal rules effectively, with low

cost to the state.
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The situation is more complex in reality. Regulation through terms of use raises

questions regarding the legitimacy of the underlying rules. Who makes the rules and

why? Second, regulation through terms of use raises difficult enforcement issues,

because internet platforms may suffer from conflicts of interest in enforcement. The

platform's terms of use will generally prohibit users from posting illegal content or

otherwise making use of the service in a way that would violate the law. A failure to

comply with the terms of use will give the operator the right to terminate the user's

membership privileges, but the platform may not systematically enforce the rules.

One reason why enforcement is not systematic is the sheer volume of content uploaded

by users. Conscious of the impossibility for platforms to monitor all the content that is

uploaded, lawmakers in Europe and United States provided platforms with a liability safe

harbor that protects them from liability as long as they promptly remove content once they

have received notice of its illegal character. Platforms rely almost exclusively on users to

identify and notify the platform of content that is illegal or otherwise of violates the

platforms' terms of use. On Facebook alone, users send more than 2 million notifications

to the platform each week.

When a platform receives a notification from a user, the platform must review the content

identified in the notice to determine if it in fact violates the terms of use and should be

removed. The vast majority of notifications received by platforms are dealt with unilaterally

by the platform, based on the platform's own determination as to whether the relevant

content violates the platform's terms of use. Few cases go to court. The platform's job is

relatively easy when the content objectively violates one of the platform's terms of use,

such as the prohibition of nude photos. The situation becomes more complex when the

illicit character of the content is not obvious. Under United States and European legal

principles, an internet platform need not make difficult decisions relating to borderline

case. Where there is doubt as to the legality of the content, the platform can either do

nothing, and wait for a court order instructing the platform to remove the content, or

decide to unilaterally remove the content relying on the platform's contractual terms of

use.55

Complex situations arise when the content is considered illegal or shocking in one region

of the world, but not in the country where the platform is based. This situation occurs most

frequently in connection with certain kinds of hate speech that are illegal in France and

other European countries but permitted in the United States under the First Amendment

of the United States Constitution. Other examples involve content that is considered as

blasphemous in some countries of the world, but as legitimate political or religious

criticism in other countries.

55 European and U.S. "notice and takedown" rules differ slightly in this regard.
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Jeffrey Rosen's article entitled "The Delete Squad" illustrates how platforms handle

complex questions linked to conflicting international legal norms (Rosen, 2013). Instead of

blindly following United States First Amendment principles, global internet platforms are

increasingly sensitive to non-US content laws. Other things being equal, the platforms will

want to champion First Amendment principles and foster freedom of speech worldwide.

However, the platforms make exceptions to the rule, such as where content is manifestly

illegal under a local law and was posted by a user located in the country where the

content is illegal. In those cases, the platform may decide to make the relevant content

inaccessible only in the country where it is illegal. The platforms may also permit certain

content to remain on the site in spite of a local law violation if the content is clearly a form

of political or religious criticism.

(b) Advantages of unilateral self-regulation

The contractual rules established by internet platforms do not require a costly institutional

framework to administer. Each platform applies its rules to users in accordance with the

platform's own enforcement policy, without any formal procedures or methodology. In

creating the rules and enforcing them, internet platforms will take into account their own

risk of liability, but also the expectations of platform users. By putting into place a system

pursuant to which users can identify unacceptable content by sending notices, platforms

delegate to the users part of the job of enforcing the terms of use. The resulting notices

will necessarily reflect the expectations and cultural norms of users. The system is a form

of "bottom up" enforcement, which is decentralized and scalable. The platform's

enforcement policies also are not constrained by national boundaries. Because the

platform controls the servers on which content is posted, it makes no difference where the

user who posted the content is located. He or she may be located in France, Russia or

India, and the platform will still be able to exercise jurisdiction over the person based on

the platform's terms of use combined with the platform's control over infrastructure.

The ability of platforms to enforce content policies on a global basis puts platforms at an

advantage over national regulatory authorities, who typically do not have power outside

their own national jurisdiction. This can lead national regulatory authorities to consider

platforms as convenient proxies through which authorities can extend their own territorial

power. This has occurred in France, for example, where the French data protection

authority ordered Google to delist certain search results even for users outside of France.

The reasoning of the French regulatory authority is that if a given search result violates

the data protection rights of a French individual, those search results should be outlawed

even outside France. The counter argument is that if France begins using platforms as a

proxy to apply French content rules worldwide, other countries will do the same, resulting

in every country in the world regulating what people in other countries see on the internet.
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The point of this illustration is to highlight the tension that can exist between the technical

ability of a platform to enforce a content policy worldwide, and the legal jurisdiction of

regulatory authorities, which is generally limited to enforcement within a country's national

borders.

The last advantage of unilateral self-regulation in the internet sector is that the terms of

use put in place by each internet platform give the platforms the flexibility to apply ad hoc

remedies in complex cases, such as by disabling access to content in certain parts of the

world while keeping the content visible in other parts. This flexibility leads to solutions that

are pragmatic and that in many cases reflect what a judge would do when confronted with

the same complex fact pattern.

(c) Disadvantages of unilateral self-regulation

Alhert et al. (2004) illustrated the potentially over-zealous application by certain platforms

of notice and takedown rules. The authors conducted a "mystery shopper" test among

several large internet platforms. The authors posted a text of John Stuart Mill that is in

the public domain, and then sent bogus notices to the platforms claiming that the text

violated copyright. The platform located in the EU systematically removed the content,

while the platform in the United States did not. The authors attribute this difference to

variations in how the notice and takedown regime is drafted in the United States and in

the EU. The example in the EU shows, however, that unilateral actions by platforms can

be manifestly incorrect.

(d) Summary table

The main advantages and disadvantages of the unilateral model of self-regulation can be

summarized as follows.

Advantages

�x Little or no institutional costs, no institutional structure to administer;

�x Enforcement is decentralized and scalable via user notice and takedown

mechanisms;

�x Competitive constraints ensure that enforcement policies are sensitive to user

interests;

�x Enforcement policies will be pragmatic and flexible, without the need to justify

based on any regulatory methodology or procedure;

�x Not constrained by national boundaries.

Disadvantages
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�x Terms of use are drafted unilaterally by the internet platform without any form of

stakeholder debate.

�x Enforcement of terms of use can lead to inconsistency, with cases of over- or

under-enforcement.

4.6 Multilateral self-regulation and SROs

Multilateral self-regulation generally involves some form of governance structure,

including the creation of a self-regulatory organization (SRO). Governance procedures

and procedural safeguards of the SRO help enhance the credibility and legitimacy of the

SRO's actions. The creation of the substantive rules by the SRO will typically be preceded

by a debate among industry stakeholders, giving the normative output of the SRO more

legitimacy than policies adopted unilaterally by a single enterprise. SROs can achieve

high levels of compliance where their actions are backed by government authorities,

and/or where compliance with the SRO code of conduct is a precondition to obtaining

access to a scarce resource, such as television advertising inventory. Funded entirely by

its members, an SRO will create few administrative costs for the state. SROs will be able

to act relatively quickly.

4.7 Conflicts of interest in SRO enforcement

The disadvantages of multilateral self-regulation schemes include their inability or

unwillingness to enforce compliance against their members. Because the SRO is entirely

funded by its members, the SRO can be crippled by a conflict of interest when it comes to

enforcing rules against members. This problem is attenuated when the SRO controls

access to a scarce resource. In that case, compliance with the code of conduct is

necessary for members to have access to the scarce resource. Compliance is also easier

to achieve when the actions of the SRO are supported by government authorities. The

threat of government sanctions can therefore motivate SRO members to comply with

SRO rules. The SRO and its members will want to effect just enough enforcement to pre-

empt government enforcement (DeMarzo et al. 2005).

4.8 Self-regulatory rules may not represent the public interest

Another defect of multilateral self-regulation schemes is that the rules are developed by

industry stakeholders, often without the interests of consumers and citizens being

represented at the bargaining table. Some SROs include consumer groups and defenders

of civil liberties in the governance structure, so as to ensure that the rules adopted by the

SRO also take consumer and citizen interests into account. However, this is the exception

rather than the rule. Multilateral self-regulatory regimes frequently only involve economic

players in a given industry.
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4.9 Self-regulation and legislative threat

The state can also encourage the emergence of self-regulatory systems by exercising its

power of legislative threat (Halftech, 2008). Governments often use the threat of

legislation as a tool to encourage industry stakeholders to develop self-regulatory

systems. Typically the government will present a policy problem that requires some form

of regulation, and will encourage industry to find stakeholder-led solutions. The OECD

(2011a) recommendations on internet policy making give preference to stakeholder-led

regulatory solutions wherever possible. To motivate industry to find a solution quickly, the

government will often announce its intention to introduce legislation or detailed regulations

if a satisfactory industry-led the solution is not put in place. Like any threat, the legislative

threat only works if there is a perceived probability that the threat will be applied. For

issues creating political controversy, such as online copyright infringement and data

privacy, legislative threat can be ineffective, because industry stakeholders are aware that

enacting legislation on such sensitive topics is difficult for any government to achieve.

Legislative threat, if credible, can force stakeholders to take into account consumer

interests. The signals sent by government can also result in a form of implicit co-

regulation, where the government's objectives are implicitly taken into account in self-

regulatory policies. I discuss co-regulation in more detail in Section 5 below.

4.10 Example of multilateral self-regulation: the advertising industry

(a) Advertising SROs control access to television advertising inventory

The advertising industry relies extensively on self-regulation. The advertising industry has

developed self-regulatory codes in dozens of countries around the world. In addition, the

advertising industry has organized self-regulatory organizations (SROs) to enforce the

codes of conduct and arbitrate disputes. The SROs in the advertising field are organized

in such a way as to give the appearance of independence in their decisions. Typically,

bodies that make decisions relating to whether certain advertising content complies with

the code or not will include independent members, including representatives of consumer

protection bodies.

Like any self-regulatory organization, the advertising SROs do not have the same powers

as a court. SROs cannot impose fines directly enforceable by a court, or impose

imprisonment. Nevertheless, the level of compliance with advertising industry codes of

conduct is high, particularly for television advertising.

There are several reasons why compliance in the context of television advertising is high.

First, television broadcasters are themselves regulated entities. The media regulator in

each country generally has rules on advertising with which television broadcasters must

comply. The failure to comply with advertising rules could subject the television
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broadcaster to fines or even the loss of its broadcasting license. Because of this threat,

television broadcasters generally require that all television advertisements first be

screened by the advertising industry SRO before the advertising is aired. To have access

to advertising time on television, advertisers and advertising agencies must go through

the SRO before the advertisement can be broadcast. This gives the SRO control over a

scarce resource, ie. access to television advertising inventory. The SRO's control of

television advertising makes use of the SRO, and compliance with its rules, unavoidable

and effective. The second reason why SROs in the advertising industry are relatively

effective is that major advertising agencies are a relatively small and stable group of

enterprises who will have many repeat transactions in the advertising world. Like diamond

traders (Bernstein 1992), or members of the legal profession, advertising agents have an

interest in structuring their profession such as to make it difficult for unscrupulous

operators to stay in the profession for any length of time. Bad actors threaten the

reputation of the profession as a whole.

(b) Advertising SRO enforcement becomes more difficult on the internet

The internet is bringing about the vast changes in the advertising industry. The traditional

role of the advertising agency is being challenged by new technical tools that allow

advertisers to have direct access to advertising inventory on websites. The characteristics

that make self-regulation successful in the advertising industry – television broadcasters'

insistence that advertising be approved by an SRO before being aired, the relatively small

and stable number of advertising agencies in the profession – may not apply in internet

advertising. Web publishers are not regulated by a media regulatory authority, so there is

little pressure on them to have advertising copy vetted in advance by an SRO. An

increasing amount of internet advertising occurs in transactions directly between

advertisers, internet advertising service providers, and Web publishers. Advertising

agencies are no longer an obligatory go-between for advertising transactions on the

internet. Consequently, the characteristic of a "stable group of industry players with

multiple repeat transactions" may not hold true in the field of internet advertising.

(c) Advertising SROs are heavily influenced by state regulation

One interesting aspect of advertising self-regulation is its relationship with laws and

regulations enacted by the state. The codes of conduct developed by the advertising

industry are not developed in a vacuum. They reflect legal norms applicable in the

relevant country. Those legal norms generally exist in the form of statutes requiring that

advertising be truthful, not misleading, and that certain kinds of advertising, such as

advertising for cigarettes, shall be prohibited. Laws and regulations in the field of

advertising generally remain at a fairly high level of generality. The advertising SROs

carry out an essential role of interpreting the general rules in specific circumstances.

They go from the general to the specific. Without specific rules, actors in the advertising
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industry would be left guessing as to whether a particular advertisement complies or not

with the general legal principle. The work of the SRO helps eliminate legal uncertainty.

Unlike other industries, the advertising industry has not seen the emergence of state-

created regulatory authorities. Instead, the role of regulatory authority has been assumed

by the SROs. The codes of conduct created by the advertising industry, as well as the

functioning of the SROs, complement the legal statutes.

The relationship between advertising SROs and the underlying legal framework is well

summarized by the European advertising standards alliance (EASA, 2016):

"Self-regulation is also an alternative to detailed legislation, but not to all legislation. It is

now widely accepted that self-regulation works best within a legislative framework. The

two complement each other, like the frame and strings of a tennis racquet, to produce a

result which neither could achieve on its own. The law lays down broad principles, e.g.

that advertising should not be misleading, while self-regulatory codes, because of their

greater flexibility and the fact that they are interpreted in spirit as well as the letter, can

deal quickly and efficiently with the detail of individual advertisements. Framework

legislation therefore creates a legal backstop which self-regulation will need to invoke

when dealing with fraudulent and/or illegal practices (like for example pornography) as

well as rogue traders – those operators who repeatedly refuse to abide by any laws."56

The tennis racket "frame and strings" metaphor can apply to each of the institutional

frameworks we examine in this chapter: self-regulation, co-regulation and administrative

regulation. In each case, law serves as the "frame" for the more detailed and flexible

regulatory measures.

By assuming a regulatory role, the advertising SROs have made it unnecessary for states

to create administrative regulatory agencies for advertising. Media regulatory authorities,

which have jurisdiction over television and radio broadcasting, could theoretically adopt

detailed rules regarding the content of television and radio advertising. In a number of

cases, however, media regulatory authorities have unofficially delegated this regulatory

function to the SROs. The SROs communicate closely with the media regulatory authority

and try to ensure that the SRO code of conduct meets the expectations of the media

regulator. To the extent the media regulator influences the creation of the SRO codes of

conduct, it would be more appropriate to speak of co-regulation rather than self-

regulation.

(d) Advertising SROs and data privacy

Advertising SROs are attempting to create codes of conduct relating to data privacy, also

in the hope of creating a self-regulatory environment that would pre-empt detailed privacy

56 EASA website: "what are the benefits of self-regulation" http://www.easa-alliance.org/About-SR/Self-regulation-in-
Europe/page.aspx/124
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regulations. The SROs' efforts in this field are for the time being less successful than in

the field of television regulation. This is partly because the underlying privacy norms

applicable to internet advertising are still open to vigorous debate. Because the underlying

normative context is in flux, SRO attempts to create acceptable codes of conduct for

internet privacy have not met with general acceptance by the privacy regulators. The

SROs' failure to reach consensus on mechanisms such as "do not track" is not surprising

given the vastly different interpretations that national data protection authorities have of

the notion of user consent, for example. Another difficulty is that some data protection

authorities are already producing detailed guidelines, supplanting the role of SROs.

Where state-created rules are detailed, SROs have little room to interpret the rules and

create value through voluntary codes of conduct. The regulatory authority has already put

strings on the frame of the racket.

SROs may not be able to thrive where they are in competition with administrative

authorities. The role of advertising SROs is openly embraced by media regulatory

authorities, who give their implicit approval of the codes of conduct and clearance

procedures put in place by the SROs. The implicit support of the government or of a

regulatory authority give SROs a state-like legitimacy. To market participants, a code of

conduct developed by the advertising SRO will be viewed as the equivalent of a

regulation adopted by the government or by a regulatory authority. SROs with state

support come very close to co-regulatory systems that we will examine in the next

section.

4.11 Summary table

The main advantages and disadvantages of the multilateral self-regulatory regime are as

follows.

Advantages

�x SRO governance structures provide higher legitimacy than is the case in unilateral

self-regulation regimes;

�x Rules are developed by stakeholder debate, leading to more balanced normative

output than in the unilateral self-regulation regime;

�x The level of compliance can be high where an SRO enjoys government support,

and/or controls access to a scarce resource, and/or members of the group are

stable;

�x SRO rule-making is relatively fast and flexible;

�x SROs are not necessarily constrained by territorial boundaries.
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Disadvantages

�x SROs are subject to an inherent conflict of interest that can hamper the SRO's

willingness to enforce rules against its own members;

�x SROs can be ineffective where there are a large number of actors and entry or

exit from the group is easy;

�x SROs can be ineffective where the underlying normative context is confused or in

flux, and/or where the SRO is in competition with state regulatory authorities;

�x SRO codes of conduct are generally developed by industry stakeholders only.

They do not generally incorporate the views of consumers and citizens. They

therefore lack legitimacy compared to co-regulation or administrative regulation;

�x SROs can have anti-competitive effects.

5. CO-REGULATION

5.1 The role of the state in co-regulation

Co-regulation is a system under which a state-sponsored institution, such as a

government agency or independent regulatory authority, creates a framework within

which private actors discuss and if possible agree on regulatory measures. Co-regulation

is like self-regulation except that in co-regulation the government or regulatory authority

has some influence over how the rules are developed and enforced. The involvement of

the state is supposed to make the rulemaking process more legitimate and effective

compared to purely self-regulatory solutions. It is more legitimate because the process is

supervised by officials who are accountable to the democratically-elected legislature. It is

more effective because the resources of the state can be used if necessary to enforce the

rules.

The distinction between self-regulation and co-regulation is not always clear. As

mentioned above, certain advertising SROs have no official connection with broadcasting

regulators, but de facto work very closely with them and receive their implicit and in some

cases explicit support.

5.2 Co-regulation and accountability

"Accountability" is a form of co-regulation, because it consists in the development of

internal rules by companies that are then verified and/or enforced by government entities.

Popular in data privacy regulation (see Section 5.6 below), accountability permits private

actors to develop their own processes for achieving public policy objectives. Because

companies have the best information as to what works within their own organization, they

are in a much better position than regulators to design the regulatory compliance
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processes within their organization. To ensure that the processes are applied,

government regulators will have an audit right to evaluate the effectiveness of the

procedures. In some cases, the verification process can be delegated to a third party

accountability agent. In that case, the government would only become involved if and

when a violation occurs, ie. one of the public interest objectives defined at the outset is

violated. Accountability requires strong internal structures within the corporation to create

appropriate monitoring and enforcement functions. This may not always be feasible,

particularly for smaller organisations (Balleisen and Eisner, 2009).

Examples of accountability will be presented in Section 5.6 below, dealing with co-

regulation in data privacy.

5.3 Preservation of public interest objectives

The presence of the government in the discussion also ensures that the self-regulatory

measures that emerge from the discussions satisfy public interest objectives, objectives

that may not be given sufficient weight in self-regulatory regimes.

As we have seen, one of the defects of pure self-regulatory approaches is that some

stakeholders or interests will be under-represented at the bargaining table.

Representatives of consumers and defenders of civil liberties may have fewer resources

than industry to make their voices heard at self-regulatory discussions. Oversight of the

discussions by a government agency or regulatory authority will help ensure that any

bargaining asymmetries among stakeholders are neutralized. In addition, the regulatory

authority or agency will ensure that bargained-for solutions stay within limits defined by

the legislature.

5.4 Enhanced legitimacy of the rules

Co-regulatory structures tend to yield solutions that are perceived as being more

legitimate than self-regulatory structures. Under co-regulation, the solutions that emerge

from the discussions of stakeholders are either explicitly or implicitly approved by the

regulator or government. This approval helps legitimize the outcome for the reasons

mentioned above: the regulatory authority or agency will ensure that consumer and citizen

interests are represented, and that the outcome from bargaining is consistent with public

interest objectives. The perceived legitimacy of the rule will help compliance and

enforcement.

An agency's approval of the co-regulatory measure also helps enforcement because third

parties will know that if they ignore the rule, the regulatory authority is likely to bring

enforcement actions against them. Because the state is involved, co-regulatory solutions

can take longer to develop than purely self-regulatory rules. This is particularly true when

the co-regulatory rules have a binding nature.
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5.5 Co-regulation in telecommunications regulation

Co-regulation has long been used in the telecommunications sector. National regulatory

authorities have authority under the European directives on electronic communications to

impose on operators that hold significant market power certain obligations relating to

access and interconnection. Those obligations include the publication of a reference

interconnection offer, and the obligation to enter into interconnection agreements with

other operators. The French national regulatory authority for electronic communications,

ARCEP, created an interconnection committee within which details of France Telecom's

interconnection products, and its reference interconnection offer, were debated. The

interconnection committee involved a representative from the national regulatory

authority, a representative from France Telecom, and representatives from France's main

competitive operators. The interconnection committee permitted the national regulatory

authority to nudge market players toward consensus on difficult interconnection or access

issues linked, for example, to local loop unbundling.

The information exchange can be a valuable by-product of co-regulatory regimes. As we

will see below, one of the main sources of inefficiency for a classic state-run regulatory

structure is lack of information by the regulatory authority. The lack of information can

lead to poor regulatory decisions. A co-regulatory system should be designed to allow the

regulatory authority to gather information from stakeholders.

In questions relating to interconnection of telecommunications networks, the organisation

of a co-regulatory discussion forum did not foster information exchange because

participants were concerned about revealing business secrets. But two benefits emerged.

First, the discussions held in the interconnection forum permitted competitive operators to

have advance information relating to changes to the incumbent operator's reference

interconnection offer, and to discuss and potentially influence the proposed changes.

Second, discussions within the forum can help a consensus emerge on contentious

issues such as interference levels and technical standards. The compromise solutions are

then better accepted by the market, reducing the likelihood of disputes.

5.6 Co-regulation in data privacy

Data protection authorities in Europe are distrustful of purely self-regulatory

arrangements, and prefer co-regulatory solutions in which the data protection authority

(DPA) is involved in both the formation of rules and their enforcement. DPAs in Europe

emphasize binding corporate rules (BCRs), which evidences this co-regulatory

preference. Under the European legislation, companies are prohibited from sending

personal data outside the EEA to countries that have not been recognized by the

European Commission as providing an adequate level of data protection. The United

States currently is not viewed as providing an adequate level of protection of personal

data. One of the ways companies can overcome the prohibition is by adopting BCRs.
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BCRs are a set of internal procedures that guarantee a high level of protection of personal

data throughout the organization, including in parts of the organization located in

countries without "adequate" protection. BCRs must be developed in close cooperation

with DPAs in Europe. A multinational group can propose BCRs following a template

adopted by the Article 29 Working Party, but ultimately the content of the BCRs must be

negotiated point by point with one of Europe's DPAs. Once the lead authority is satisfied

with the content of the BCRs, the file is then sent to two other co-lead DPAs who in turn

scrutinize the content of the file to ensure that the BCRs meet European standards. Once

the BCRs have been approved, they confer rights on third parties who can sue the

company for any violation of the BCRs. Likewise any breach of the BCRs can give rise to

sanctions by DPAs.

BCRs constitute an example of co-regulation because they are developed by private

stakeholders within a framework established by regulatory authorities, and once they

have been adopted, the BCRs can be enforced by regulatory authorities in the same way

as classic regulations.

The Federal Trade Commission's (FTC) extensive reliance on negotiated settlement

agreements can also be seen as a form of co-regulation. The FTC conducts

investigations and begins enforcement action against companies that have violated the

"unfair and deceptive practices" rule, as well as other privacy violations such as violation

of the US-EU safe harbor framework. One of the procedural options that the FTC can

propose is a settlement agreement with the company, which binds the company to put an

end to the relevant practices as well as submit itself to on-going accountability obligations

similar to those one sees in BCRs.

The individual settlement agreements provide for procedural and structural safeguards to

help prevent violations of data privacy commitments.57 Like European BCRs, the

negotiated settlement agreements provide for both internal and external audit procedures,

training programs and periodic reporting to the FTC. The settlement agreements last for

20 years, giving the FTC the ability to co-regulate major internet companies over a long

period of time. The FTC settlement agreements are public, thereby permitting the FTC to

use the settlement agreements as a means of sending signals to all companies in the

relevant sector. Although the settlement agreements are not binding on companies that

are not signatories, the settlement agreements provide to third parties guidance on what

the FTC considers to be the state of the art in privacy compliance. The settlement

agreements inform third parties on practices that the FTC is likely to view as

unacceptable, as well as compliance measures that the FTC is likely to consider as

optimal.

57 For an example, see the Facebook settlement agreement here: http://www.ftc.gov/news-events/press-
releases/2011/11/facebook-settles-ftc-charges-it-deceived-consumers-failing-keep
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The FTC settlement agreements can have wide ranging effects. First, if the settlement

agreement binds a major internet platform such as Facebook, the settlement agreement

will have an impact on a large portion of the internet industry simply because the platform

serves a large part of internet users. Second, the settlement agreement will have indirect

effects on all other players in the internet industry, by showing best practices and FTC

expectations. The FTC's settlement agreements serve a pedagogical function, thereby

contributing to overall compliance with regulatory best practices in the industry.

The United States government is trying to encourage other co-regulatory solutions for

data privacy. The United States administration refers to this as the "multi-stakeholder

process." Under the multi-stakeholder process, the National Telecommunications and

Information Agency, the NTIA, convenes stakeholders in an effort to develop codes of

conduct. The role of the NTIA is to convene multi-stakeholder meetings, facilitate the

exchange of information, and apply the threat of mandatory regulatory measures should

the stakeholders fail to agree on consensual measures. The NTIA acts as a maieutic

regulator (Curien, 2011), helping to nudge stakeholders toward a consensus. The

presence of the government in the discussion also ensures that the self-regulatory

measures that emerge from the discussions satisfy public interest objectives, and in

particular, the protection of privacy rights. The multi-stakeholder process yielded draft

recommendations on transparency in mobile applications (NTIA, 2013).

The convergence of United States and EU co-regulatory philosophies will be tested in

connection with efforts to create a compatibility system between European BCRs and

Cross Border Privacy Rules (CBPR) developed under the APEC framework (APEC,

2013). Like BCRs, CBPRs represent a set of data protection obligations that companies

can subscribe to, and that will be enforced by data protection authorities in participating

APEC countries. Application of the rules is verified by an "accountability agent." The

purpose of subscribing to the CBPRs is to demonstrate compliance with the APEC

Privacy Framework principles, and thereby facilitate data flows among APEC economies.

5.7 Summary table

The main advantages and disadvantages of a co-regulatory regime are as follows.

Advantages

�x The involvement of the government or of a regulatory authority gives co-regulatory

solutions added legitimacy;

�x Co-regulation leads in theory to solutions in which the interests of all stakeholders,

including consumers and citizens, are represented;

�x Co-regulation facilitates the exchange of information between industry and

regulatory authorities, thereby enhancing the authorities' ability to avoid mistakes;
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�x Compliance with co-regulatory solutions is high because industry stakeholders

have participated in the development of the relevant solutions. Moreover, the

violation of the relevant rules can lead to sanctions from the regulatory authority.

Disadvantages

�x Co-regulatory solutions are more time-consuming than self-regulation because

the state is involved.

�x The involvement of the state will create institutional costs for taxpayers.

�x Because state authorities are involved, co-regulation will be closely anchored to

national (or regional) laws.

6. BROUSSEAU'S MULTILEVEL APPROACH TO GOVERNANCE

In a 2006 paper, Brousseau (2006) examines the interaction between centralized rules,

such as those administered by the state, and decentralized rules, such as those

administered by internet intermediaries or by users themselves.

Citing Lessig (1999), Brousseau notes that digital technologies allow actors to create their

own systems of property rights and enforce them through encryption and access control.

This is more efficient than a centralized property rights system because the system can

be matched to each individual's needs. Brousseau also points to collective information

spaces, such as social media platforms, and the ability of these platforms to efficiently

enforce collective rules by excluding users who do not obey them. The technical ability to

track individual users, to detect violation of the rules and efficiently exclude them from the

platform overcomes some of the traditional limitations to collective self-regulation.

Examining multilevel governance, Brousseau asks whether it is better for the

measurement and enforcement of property rights to be performed by a central authority

such as the state, or on a more decentralized level, via self-regulation for example.

According to Brousseau, the new institutional economics approach shows that it is

inefficient for the establishment and operation of a property rights system to be totally

centralized, or totally decentralized. There should be a combination of both.

"Agents build complementary contractual arrangements, self regulations and

general institutions to solve the various dimensions of their coordination problems

in relation to the optimal centralization/decentralization trade-off for each of these

dimensions." (p. 628)

There needs to be a complementarity between the various levels of governance, a system

of checks and balances. For example, the central institutional level should ensure that the
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lower decentralized level is not captured by monopolists. The central level is also

necessary to assist in the enforcement of rules created at the decentralized level, since

only the government can exercise legitimate force.

By the same token the decentralized and private governance arrangements allow

innovation that would not be possible under the centralized rules, as well as a mechanism

to limit the discretionary power of the central institutions. The ability of private actors to

"bypass and even overcome the public order constrains public institutions not to be overly

inefficient." (p. 629)

Brousseau points out that in any multilevel governance scheme, there must always be a

centralized last resort regulating entity that should overhang all the norm setting entities

beneath it. The last resort entity is:

"in charge of avoiding incompatibilities among norms and maximizing positive

network externalities among them, as well as avoiding the capture of norms by

individuals or groups seeking to exercise dominance….It is also responsible for

guaranteeing the enforcement of locally set orders as long as they contribute to

collective efficiency." (page 629).

Brousseau refers to a bargain between the centralized norm center and the local norm

centers pursuant to which the centralized authority lends assistance to the enforcement of

the rules created by the decentralized entities. In exchange the decentralized entities

accept the constraints imposed by the last resort regulator in exchange for this support.

This allows each level of regulation to reinforce each other.

Brousseau mentions that states still have a significant regulatory role. The power of

private norm centers is limited. Many interactions on digital networks have a material and

therefore located dimension. States can therefore easily regulate them. Even for

interactions that occur purely on the internet, states can try to apply national legislation

through technical intermediaries such as ISPs. Finally, citizens look to national

governments to guarantee security and protection of fundamental rights.

Brousseau indicates that norm centers on the internet, be they governments or private

actors, have an incentive to negotiate and cooperate to solve conflicts between norms.

For private norm centers this negotiation is important in order to be able to attract users to

the norm and for the norm to be a success. As noted above, governments also need to

consider private norms when governments evaluate the efficiency of their own centrally

created rules. Governments are motivated to do this in order to create optimal conditions

for development of the knowledge-based economy. For Brousseau, the problem lies in

coordinating between the various international fora involved in standards setting for the

internet. Brousseau suggests the creation of a common blackboard, such as those used

in many online communities, in order to share experience and best practices.
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"It allows those who are in charge of setting collective orders to learn about the

inefficiencies of the solution they implement. In addition, the way the conflict is

solved can provide the to norm centers with solutions to avoid future conflicts."

(page 648).

Two key lessons emerge from Brousseau's work that are relevant for this thesis:

First, Brousseau's work highlights the interdependencies between state-imposed norms

and self-regulation, particularly for internet-related activities. State-imposed norms

constitute the necessary backstop against which private norm-setting and enforcement

operate. By the same token, state-imposed norms must take account of self-regulatory

norms in order to remain relevant and credible in digital environments.

Second, the "blackboard" approach recommended by Brousseau shows the importance

of exchanging best practices and encouraging review and criticism of regulatory solutions.

The system for regulatory impact assessments I propose in Chapter 6 attempts to

integrate these two key elements, ie. to take account of self-regulatory measures as a

complement to state-imposed norms, and to ensure that impact assessments are shared

so that best practices emerge.

7. INTERNET REQUIRES A "RACKET AND STRINGS " REGULATORY APPROACH

Court regulation and unilateral self-regulation are omnipresent. Internet service providers

will always have terms of use that govern the rights of the service provider and the user,

and that permit the service provider to terminate a user's account in certain

circumstances. Service providers generally apply these terms of use with pragmatism and

flexibility, basing their decisions on user complaints and on anticipated court enforcement

of liability rules. Currently much of the way internet content is regulated is based on this

two-pronged approach: courts enforce liability rules, ie. the notice and takedown rule

combined with the liability safe harbor for internet intermediaries, and platforms develop

and enforce their terms of use in the shadow of these court decisions. This reflects

Brousseau's (2006) "multilevel" governance structure, where a centralized organization

(generally the state) creates and enforces norms that constitute a backstop for private

norms.

Policy makers debate today whether this two-pronged approach is sufficient to cover all

situations. Italy, for example, has entrusted the independent regulator AGCOM with the

responsibility for administering the notice and takedown regime. In France one regulatory

authority (ARJEL) deals with blocking access to illegal gaming sites, and another

(HADOPI) deals with applying the graduated response regime for online copyright

infringement. A third authority, the CNIL, deals with "right to be forgotten" claims. An
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institutional approach that cannot learn from its errors will create costs of its own in the

form of regulatory failure.

A number of institutional options are available in addition to relying solely on court

adjudication and unilateral self-regulation. The option being studied now in a number of

domains, including data privacy, is co-regulation. Co-regulation attempts to overcome two

of the main drawbacks of administrative regulation, ie. the limited access to information

and the lack of flexibility in administrative regulatory solutions. Co-regulation also attempts

to correct the main drawback of multilateral self-regulation, which is the absence of

legitimacy and public interest objectives in the formation and enforcement of the

underlying rules. The involvement of a state regulatory authority or agency will ensure that

the underlying rules reflect public interest objectives while permitting flexibility. Many

internet regulatory solutions may gravitate toward this co-regulatory approach.

The purpose of this chapter is not to propose an ideal institutional framework for dealing

with access to harmful content on the internet. There are far too many moving parts for

there to be a single institutional solution to fit all cases. As pointed out by Brousseau

(2006), the ideal solution will generally incorporate some combination of centralized and

decentralized rules. The institutional alternatives have to be considered in a broader

context, taking into account fundamental rights and "better regulation" analysis, which will,

among other things, attempt to measure harm to the internet ecosystem and the

effectiveness of the proposed measure. This chapter's objective was to list the different

types of institutional alternatives that currently operate in the internet field, and identify

their principal strengths and weaknesses. By understanding the strengths and

weaknesses of each institutional solution, it will be easier for policy makers to insert the

institutional dimension into a broader methodology and thereby contribute to a more

balanced framework for dealing with regulatory solutions.
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CHAPTER 5 – PRINCIPLES OF BETTER REGULATION APPLIED TO THE INTERNET

1. INTRODUCTION

After the chapters on fundamental rights and institutional alternatives, this chapter

focuses on the science of "better regulation," which is a methodological approach that

focuses on the costs and benefits of regulation, including a consideration of other more

effective alternatives. The key requirement of "better regulation" principles is the

preparation of a regulatory impact assessment. "Better regulation" is now a major policy

priority for the OECD, the United States and Europe. Better regulation methodology is

exemplified in the European directives on regulation of electronic communications, to

which I often refer in this thesis. However, the methodology can apply to any sort of

regulatory proposal, including proposals to limit access to harmful content on the internet.

This chapter will introduce the reader to "better regulation" principles under the guidelines

issued by the OECD, the United States White House, and the European Commission.

The chapter will close by mentioning some of the criticisms of better regulation

methodology.

2. LITERATURE ON BETTER REGULATION

2.1 Early scholarship: Breyer, Morrall, Hahn, and Sunstein

The idea of "better regulation" was first examined in the 1980s by Stephen Breyer, then

professor at Harvard Law School and soon to become a justice at the United States

Supreme Court. Breyer argued for a more scientific approach to developing regulation, an

approach that would take into account the effectiveness of the proposed regulatory

measure, and the measure's anticipated costs compared to other alternatives (Breyer,

1982). Breyer identified some of the key factors of good regulation, including the level and

costs of enforcement, transparency in the regulatory process, the legitimacy of the

proposed measure, the need to involve stakeholders, and the measure's flexibility and

simplicity. Breyer argued for a holistic approach to regulation, including the use of

alternatives to classic "command and control" regulation. Those alternatives include

liability rules, property rights, and taxes. Breyer underlined the informational asymmetries

from which regulatory authorities suffer: regulators will necessarily have incomplete

information when they adopt a regulatory measure, which means that such measures can

be inefficient. Regulatory standards that specify the desired output ("performance

standards") rather than specifying the techniques to be used to achieve the output

("designed standards") give flexibility to regulated entities, but may be more costly to

enforce.

In an influential 1986 article, John Morrall III (1986) compared the cost-effectiveness of

several regulations, measuring in each case the cost per life saved. Morrall found that the

cost per life saved varied from $100,000 for regulation of automobile steering columns, to
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$72 billion for regulation of formaldehyde. Morrall's work highlighted the huge differences

in the cost effectiveness of regulatory measures, leading subsequent scholars, such as

Robert Hahn and Cass Sunstein, to propose systematic scorecards and cost-benefit

analyses to guide regulatory choices.

Professor at the University of Chicago, Cass Sunstein was also one of the early scholars

promoting a scientific approach to developing regulatory proposals. Sunstein later

became director of the United States Office of Information and Regulatory Affairs (OIRA),

thereby becoming the United States's "regulatory czar". Sunstein's scholarship focused

particularly on regulatory measures designed to protect the environment and to enhance

safety (Sunstein, 2002; Hahn and Sunstein, 2002). Sunstein compared the costs of

various regulatory measures, converting the costs into a common unit of measurement,

such as "dollars per life saved". Sunstein argued that where resources are limited, they

should be devoted in priority to measures that have the highest expected benefit per

dollar spent. Sunstein also highlighted adverse effects that flow from certain well-meaning

regulatory measures, such as the absolute prohibition of asbestos in the United States

which led to a higher level of traffic deaths because of less effective braking systems.

Imposing 0% cyanide content in drinking water creates inordinately high costs compared

to a norm that would tolerate low yet harmless levels of cyanide.

2.2 Dieter Helm examines the meaning of "good regulation"

Helm (2006) criticizes policies under which better regulation is synonymous with

deregulation. Helm cites the objective in the Netherlands to reduce the total amount of

regulation by 25%, calling such an objective arbitrary. Helm likewise criticizes the UK

better regulation task force's objective of eliminating one regulation for every new

regulation adopted. This is referred to as a so-called "one in, one out" policy.

Helm's article takes a step back and asks the question how do we determine what the

optimal level of regulation is?

Helm begins by explaining that regulation is deemed necessary when there is some

identifiable market failure considered to be so great that intervention to correct it will be

efficient, in the sense that the cost of intervention will be lower than the costs of the

relevant market failure. Helm points out that the objectives pursued are not all efficiency

objectives. Protection of equity and freedom, of horizontal equity (non-discrimination

between individuals), and future equity ie. concern for future generations, are also

objectives that regulation seeks to achieve. Helm points out that efficiency is not even a

necessary condition for regulation. As an example, Helm indicates that large data sets of

health information or publicly available medical research would advance science thereby

improving the quality of healthcare. However, the protection of personal privacy

counterbalances the efficiency argument to a large extent, resulting in regulations that
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protect personal health records, sometimes at the expense of medical research and

public health.

Helm explains (p. 172) why regulation is generally produced in excess supply. Helm

analyzes the supply and demand of regulation, the effects of interest groups and the

phenomenon of regulatory capture. The demand for regulation comes from well-defined

constituencies with in some cases a powerful influence over regulators. Strong demand is

fueled by risk aversion of the public and politicians' desire to do something about an

identified risk. On the other hand, the demand for removing costly regulation is highly

diffuse. Helm calls this the "dangerous dogs phenomenon": if a dog bites a child,

regulation is called for; if, however, after the imposition of dangerous dogs regulation,

dogs do not bite children any more, or less frequently, there is no demand to deregulate

dogs. This aspect is also highlighted by the French Conseil d'Etat in its 2016 on the

quality of laws and law making (Conseil d'Etat, 2016).

Helm also points out that regulators have indirect incentives to maintain a high supply of

regulation. Their careers and budgets will depend on regulators being seen as providing

an important resource to society.

Helm points out that markets themselves have public–good characteristics. Markets do

not arise spontaneously, but require a legal framework to ensure trust and legal

enforceability of contracts. Regulation is also needed to prevent anticompetitive behavior

and to correct informational asymmetries. Public goods regulation is often a necessary

condition for economic activity. Excess regulation can increase costs and reduce

productivity. However, too little regulation also can have this effect. Helm, like the Conseil

d'Etat (2016), argues that the design of regulation, rather than its level, is what matters

most.

Regulation is justified if there are serious market failures, and if those failures are

expected to have a greater efficiency cost than the cost of the intervention – government

failure. (Helm, 2006, p. 177)

Helm cites a number of well-known market failures. On the demand side, consumers may

lack adequate information or may express preferences that are not rational. This justifies

many forms of regulation such as regulation of advertising, product safety, and the kinds

of products that are available to minors. On the supply side, market power, pollution

externalities are examples of market failures requiring regulation. As regards of the

coordination of markets, Helm again reminds us that markets themselves have public

goods characteristics and require regulation to function. Property rights are a precondition

for markets, and their enforcement is itself an act of regulation.

Helm then examines cost-benefit analysis as a way to evaluate the relative benefits and

costs of regulation. Cost-benefit analysis itself generates a cost, which sometimes
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explains why cost-benefit analyses are not applied more broadly. Moreover, cost-benefit

analysis does not always please politicians or regulators who have a preconceived idea of

what is the right kind of regulation for a given problem.

In contrast to cost-benefit analyses, regulatory impact assessments generally focus on

qualitative measurements of the expected costs and benefits. Helm criticizes the UK's

better regulation task force which has identified five general principles that regulations

should meet. Those principles include proportionality, accountability, consistency,

transparency, and targeting. Helm indicates that these principles are so obvious as to be

meaningless. Importantly, as long as it is a regulator that conducts the regulatory impact

assessment, there is unlikely to be an objective evaluation. Regulators have a conflict of

interest if they evaluate their own proposals.

Command-and-control regulation tends to create more opportunities for regulatory

capture and therefore inefficient regulation.

"Market – based instruments have the significant advantage over command-and-

control in that they tend to reduce the amount of information required to set the

instrument, and hence to reduce the scope for capture" (p. 179).

Any regulation that is informationally-demanding will be prone to regulatory capture.

Helm then turns to the design of regulatory institutions. According to Helm, independence

works best when there are clear and separate objectives, and clear and separate

instruments, and these objectives command a wide political consensus. But where

objectives are multiple and conflicting, the trade-offs are best managed through the

political process. Where a regulatory authority has a broad range of competing duties, the

delegation of these duties creates scope for the exercise of discretion, thereby creating

uncertainty. This reduces the predictability of regulatory decision-making, and affects the

cost of capital.

3. OECD PRINCIPLES OF BETTER REGULATION

3.1 OECD 2012 Recommendation on Regulatory Policy

At an international level, better regulation methodology is reflected in the 2012 OECD

recommendation on regulatory policy and governance (OECD, 2012). The OECD

recommendation first includes an institutional requirement: There should exist within the

government an institution that is independent of political influence whose sole job is to

evaluate the quality of regulatory impact assessments that have been prepared by

sponsors of proposed legislation and regulation. The independent body must have the

support of central government and be able to reject proposals that are not accompanied

by satisfactory regulatory impact assessments. The OECD recommendation states that

the independent oversight body should have responsibility for providing training and
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guidance on impact assessment to other parts of government. The existence of an

independent review agency is also recommended by the French Conseil d'Etat (2016).

The independent institutional review mechanism is what I later refer to as the peer review

mechanism, which is critical to any "better regulation" process.

The OECD recommendation then provides guidance on how a regulatory impact

assessment should be performed. First, the regulatory impact assessment should be

conducted early in the process of decision-making so that it has a real influence on the

debate. Ideally, the impact assessment should be done prior to public consultation and

published as part of the consultation process. The OECD recommendation, like the

United States government and European Commission guidelines we will examine below,

states that the impact assessment must first start with describing the outcome that

regulation seeks to achieve, such as the correction of a market failure or the need to

protect citizens' rights. The OECD states that the impact assessment should then

evaluate alternative ways of achieving the outcome including regulatory and non-

regulatory actions, as well as preparing a baseline scenario of doing nothing. The

alternative approaches should also include combined approaches such as using

regulation in conjunction with education measures, and voluntary standards.

When a series of alternatives has been identified, the regulatory impact assessment

should then assess the costs, benefits and risks associated with the alternatives. The

regulatory costs should include direct costs and indirect costs borne by businesses,

citizens and government. For impacts that are difficult or impossible to quantify, the

regulatory assessment should provide qualitative descriptions of the expected impact.

The objective of the impact assessment is to identify the approaches that are likely to

deliver the greatest net benefits to society, i.e. the highest benefits at the lowest cost. (In

Chapter 6 I will discuss ways to deal with hard-to-quantify benefits and costs.)

If a regulatory option might have an adverse effect on competition, authorities should look

to alternative approaches that would have a lower adverse impact. (Breyer's work

highlighted the effects of regulation on competition (Breyer, 1982)). Finally, the OECD

recommendation notes that the impact assessment should evaluate whether international

instruments would more effectively address the policy objective. The OECD

recommendation states that government should take into account international standards,

frameworks for cooperation, and the likely effect of national regulatory measures on

entities outside the jurisdiction. This aspect is particularly important for measures

affecting the internet. A national measure targeting internet intermediaries can easily

have extraterritorial effects.

The 2012 OECD recommendations concern regulation in all sectors of the economy. In

2011, the OECD issued recommendations specifically targeting regulation of the internet.



Chapter 5 – Principles of better regulation applied to the Internet

- 121 -

3.2 OECD 2011 recommendations on internet policy making

The 2011 OECD recommendations on internet policy making emphasize the need for

governments to take a due account of the open and globally interconnected nature of the

internet when they adopt national rules designed to protect or enforce national norms on

fundamental rights and acceptable content (OECD, 2011). The recommendations

emphasize that the creation of rules should wherever possible respect the multi-

stakeholder approach that has heretofore been used successfully for the creation of

internet rules. National policy makers should wherever possible seek to make their rules

compatible with the global norms established for the internet. The recommendations

state that rules should be technologically neutral. Any national measures should respect

the fundamental principle of allowing cross-border provision of services, which is central

to the success of the internet. The recommendations state that barriers to the location,

access and use of cross-border data facilities and functions should be minimized (OECD,

2011, page 7). The recommendations urge national policy makers to consider in priority

self-regulatory measures such as codes of conduct that are backed-up by appropriate

accountability measures. The codes of conduct should encourage and facilitate voluntary

cooperative efforts by the private sector to respect the freedoms of expression,

association and assembly online and to address illegal activity. Where self-regulation

does not reach the desired result, other regulatory measures can be envisaged, but only

as a second step.

The OECD recommendations call for data-driven policies, including using empirical

evidence to evaluate the proportionality and effectiveness of regulatory measures. The

recommendations point out that protection of intellectual property is necessary for

innovation to continue to thrive on the internet, but that protection of intellectual property

needs to be balanced with the need for robust competition and the protection of freedom

of expression.

The recommendations note that the protection of internet intermediaries against liability

for content provided by third parties is a key factor promoting innovation and creativity, the

free flow of information and in providing the incentives for cooperation between

stakeholders. The recommendations call for an assessment of the social and economic

costs and benefits of any regulatory measure, including impacts on internet access, use

and security. The evaluation of various policy options should be considered including

their compatibility with the protection of all relevant fundamental rights and freedoms, and

their proportionality in view of the seriousness of the concerns at stake. Any proposed

legislative or regulatory measure should be assessed in light of its effective enforceability

and its compatibility with fundamental rights.

In summary, the 2011 OECD recommendations on internet policy making, combined with

the 2012 OECD recommendations on better regulation, contain all the principles that I will
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attempt to operationalize in Chapter 6. In particular, the OECD guidelines require a

precise diagnosis of the problem that regulation is supposed to cure, and an evaluation of

the alternative methods available to cure the problem, including their respective costs.

4. BETTER REGULATION METHODOLOGY IN THE UNITED STATES

The first executive order imposing on the Federal government a methodology for testing

regulatory proposals was issued in 1981 under the Reagan administration.58 That executive

order was then updated by subsequent executive orders, signed by Presidents Bush, Clinton and

Obama. The idea of testing proposed regulation against a cost-benefit methodology has been

supported by both Democratic and Republican presidents in the United States. Under Republican

presidents, the better regulation methodology was presented as a means to reduce the amount of

federal regulation. Under Democratic presidents, the methodology was presented as a way to

get more benefit from federal regulatory intervention.

As described on the Office of Information and Regulatory Affairs' (OIRA) website:

"Regulatory analysis is a tool regulatory agencies use to anticipate and evaluate the likely

consequences of rules. It provides a formal way of organizing the evidence on the key

effects -good and bad - of the various alternatives that should be considered in

developing regulations. The motivation is to (1) learn if the benefits of an action are likely

to justify the costs or (2) discover which of various possible alternatives would be the most

cost-effective."59

4.1 Peer review by OIRA

An important aspect of the United States better regulation system is that it imposes peer

review by a special office in the White House, called the Office of Information and

Regulatory Affairs (OIRA). For any regulatory proposal, the government agency that

sponsors the proposal must draw up a cost-benefit analysis that follows the methodology

imposed by the executive order and by Circular A4 issued by the White House. The cost-

benefit analysis is then submitted to the OIRA for review. If the OIRA is not satisfied with

the analysis, the OIRA can ask for further analysis or even reject the proposal. OIRA's

responses are called either "return letters" or "review letters." The OIRA website contains

a dashboard showing the number of regulations under review.60 However, the website

displays very few "return" or "review" letters.61

This system of institutional peer review by OIRA is similar to the system put in place in

Europe for the review of telecommunication regulations that Member States propose to

implement. Each proposal must be submitted to a so-called Article 7 Task Force within

58 White House Executive Order 12291.
59 White House Office of Information and Regulatory Affairs (OIRA) Q&As,

https://www.whitehouse.gov/omb/OIRA_QsandAs accessed February 28, 2016.
60 On April 7, 2016, there appear to be 126 regulations under review:

http://www.reginfo.gov/public/jsp/EO/eoDashboard.jsp
61 http://www.reginfo.gov/public/jsp/EO/letters.jsp
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the European Commission, and the Article 7 Task Force can require further justifications,

or even veto certain measures.

The United States better regulation methodology only applies to regulatory proposals

generated by federal government agencies. The rules do not apply to proposals

generated by independent regulatory authorities such as the FCC or the FTC (Fraas and

Lutter, 2011). This means that regulatory proposals that affect the internet are generally

not subject to the White House's better regulation rules. Fraas and Lutter (2011) showed

that few regulations issued by the FCC and the FTC contained any cost-benefit analysis.

United States law would therefore have to be modified to permit OIRA to review internet-

related proposals. The OIRA review mechanisms also do not apply to legislative

proposals debated in Congress.

Circular A4 provides guidance on how the cost-benefit analysis should be applied. The

next sections will describe these guidelines.

4.2 Creating a baseline scenario

According to Circular A4, the first step is to establish a baseline scenario, or

counterfactual, against which alternative options can be compared. The baseline

scenario represents the situation that would exist if no new regulation were adopted. This

baseline scenario does not represent a fixed picture of the status quo, but rather a

forecast of what is likely to happen in the absence of a new regulatory solution. In the

field of internet regulation, the baseline scenario might take into account the fact that

other existing legal provisions such as competition law, consumer protection law or class

actions might expand to address the relevant harm. In the United States, the Federal

Trade Commission Act contains a provision prohibiting any unfair or deceptive practice. It

is possible that the Federal Trade Commission could apply this broad provision to issues

relating to net neutrality, for example. When evaluating the baseline scenario, this kind of

phenomenon should be considered before developing alternative scenarios.

4.3 Identifying the relevant harm

Another critical starting point for the cost-benefit analysis is to define precisely the

problem that needs to be addressed. The harm that regulation is intended to address

should if possible be classified in terms of a market failure. Circular A4 characterizes

different kinds of market failures that may require regulation. The first form of market

failure is the existence of externalities that may arise from high transaction costs and/or

poorly defined property rights that prevent people from reaching efficient outcomes

through market transactions. Limited public resources, such as electromagnetic

spectrum or national parks, may require regulation in order to avoid becoming overused.

Public goods are likely to be under-produced by the market and therefore may require

regulatory intervention in order to ensure an optimal level of output. Examples of public
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goods are national defense or basic scientific research. Posner (2011) characterizes

good political ideas as a public good that are likely to be under-produced in the absence

of regulation protecting freedom of expression.

Another form of market failure results from the exercise of market power, either

unilaterally or collectively. This form of market failure is generally addressed by

competition law. Inadequate or asymmetric information can also result in a market failure

because consumers will make sub-optimal choices based on their inability to access

information, or their inability to make rational decisions based on information available to

them. This latter aspect relates to behaviorial economics and the "bounded rationality" of

humans (Kahneman, 2003; Thaler and Sunstein, 2008). Informational measures such as

labeling may be required to address this form of market failure.

Circular A4 mentions additional objectives of regulation that may not necessarily be

characterized as a market failure but that are important to enhance the protection of

fundamental rights. Several law and economic scholars characterize inadequate

protection of fundamental rights as a form of market failure, because the market produces

a sub-optimal level of protection of the relevant right without regulatory intervention

(Posner, 2011). For example, rules on freedom of expression are often characterized as

necessary to assure the proper functioning of the market for ideas. Circular A4

characterizes fundamental rights objectives as something other than market failures. The

question of whether inadequate protection of fundamental rights is a "market failure" does

not have to be resolved here. The outcome does not affect our proposed methodology.

The point rather is that the proponent of a regulation must carefully describe the problem

that the regulation is intended to address. The relevant harm can in most cases be

characterized as a form of market failure.

4.4 Identifying regulatory options

The next step in Circular A4's cost-benefit methodology is to identify a number of options

that would permit the treatment of the relevant harm. During this stage, policymakers

should keep an open mind and identify all potential regulatory and non-regulatory

solutions that would address the problem. Solutions might include increased enforcement

of competition law, increased enforcement of existing consumer protection law, or use of

liability rules to address the relevant harm. When examining the alternative approaches

that might be used to address the market failure, the proponent of regulation should

consider market-oriented approaches, such as marketable permits, changes in liability or

property rights or even insurance rules that would nudge market actors toward the desired

result. Other alternatives may include informational measures (eg. labeling) to ensure

that relevant information is available to consumers. Informational measures may include

standardized tests or labeling requirements.
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Circular A4 emphasizes that performance standards should be considered in preference

to design standards. Performance standards specify the relevant output to be achieved

but do not impose a particular method or technology for achieving that output.

Performance standards are technologically neutral and give flexibility to firms to achieve

the desired result in the manner that is most efficient for them.

Circular A4 does not say that self-regulatory measures should be considered as an

alternative. For internet regulation, however, self-regulatory or co-regulatory solutions,

including policycentric governance structures, are often the preferred means of regulation,

for the reasons explained in Chapter 4. Consequently, although self-regulation and co-

regulation are not expressly mentioned in Circular A4, any consideration of regulatory

alternatives would necessarily include self-regulatory or co-regulatory solutions designed

to limit access to harmful content on the internet. Indeed in most cases, any new

regulatory proposal designed to address market failures relating to harmful content on the

internet would have to be measured against existing self-regulatory arrangements, such

as those already in place to fight child pornography or online copyright infringement.

4.5 Applying cost-benefit analysis to each alternative

Once a range of alternatives has been identified, the third and most critical step under

Circular A4 is to apply a cost-benefit analysis to the various approaches. Circular A4

identifies two methodologies that can be used: Either a benefit-cost analysis (BCA) or a

cost-effectiveness analysis (CEA). According to the circular, the CEA should be used

where benefits are difficult or impossible to quantify or monetize. The CEA compares the

costs of several approaches and determines which one achieves the desired (but

unquantifiable) objective at the lowest cost. A BCA, on the other hand, requires a

comparison of the total benefits of a given approach to the total costs. The approach with

the highest net benefit should be given preference over other alternative approaches.

Circular A4 points out that the benefits of a measure affecting public health should be

converted into some kind of measurable unit, such as the number of equivalent lives

(ELs) saved or quality adjusted life years (QALY) saved. In the context of measures

designed to limit access to harmful content on the internet, measuring the benefits of any

regulatory alternative will be almost as challenging as measuring the value of human life.

The expected output of the regulation would be improvement in the protection of human

dignity and/or the protection of national security. Converting these benefits into

measurable units will be difficult, but not necessarily impossible. The benefits flowing

from reduced online copyright infringement will be easier to measure. I will examine the

problem quantification in more detail in Sections 4.6 and 4.7 below. In Chapter 6, I

recommend that benefits which cannot be converted into monetary units be converted

into some other measurable units, or "success factors". This would permit a CEA to be

applied.
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Circular A4 then points out that any regulatory analysis should describe separately the

distributional effects that would flow from the various alternatives. Distributional effects

relate to whether certain classes of consumers or businesses will be more impacted by

the alternatives than other classes. Distributional effects may require that transfer

payments be organized to ensure that the burden of a given regulatory measure is

distributed equitably among members of the population.

4.6 How to quantify costs and benefits

The remainder of Circular A4 then concentrates on how to quantify various costs and

benefits flowing from a given regulatory approach. The first task in measuring costs and

benefits is to develop a baseline model, or counterfactual, against which other alternatives

can be measured. As noted above, the baseline model consists of the option of no

regulatory intervention. Doing nothing does not consist simply of a snapshot of the status

quo. On the contrary, the baseline model should attempt to project how the market will

evolve over time under the "no regulation" approach. This would include taking into

account evolution of the market, possible technological disruption, and the evolving

application of existing laws such as competition law and liability rules. In the field of

internet regulation, developing a baseline scenario would be particularly challenging given

the uncertainties surrounding technological and market developments. A service may

appear to dominate the market today, but in two years the service may be completely

displaced by a new disruptive solution (Shelanski, 2013).

The alternatives selected for analysis should then be presented according to their level of

stringency. The most stringent alternative would be the one that achieves the highest

output, such as the highest level of enforcement of the desired policy objective. That high

level of enforcement would presumably be accompanied by a high level of cost. In the

field of limiting access to harmful internet content, the most stringent alternative might be

the systematic use of deep packet inspection to detect and block the relevant content.

However, this most stringent option will create high costs. In the case of deep packet

inspection, the costs would correspond to the deployment of equipment, but more

importantly the unacceptable threat to the right of privacy and freedom of expression for

internet users.

Other alternatives should then be presented in decreasing order of stringency. By

presenting the alternatives according to their level of stringency, it may be possible to

measure the incremental difference in costs and benefits between each level of

stringency, as well as reject solutions that generate manifestly unacceptable costs.

The appropriate concept for measuring benefits and costs is the opportunity cost of

choosing one alternative over another. The quantification of benefits and costs should

correspond to the willingness to pay (WTP), which is the amount an individual would be
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willing to pay to benefit from a certain outcome. Circular A4 also mentions that willingness

to accept (WTA) can be another yardstick for measuring the value of a certain benefit. As

mentioned in Chapter 3, willingness to pay and willing to accept do not always coincide.

Experiments in behavioral economics show that once people possess a certain benefit,

they will insist on a fairly high price to give it up. This is referred to as the endowment

effect. By contrast, a person who does not hold the benefit would in some cases not be

willing to pay a high amount in order to obtain it. Thus the willingness to pay may be

smaller than the willingness to accept. As mentioned in Chapter 3, this has been shown to

hold true in the context of measures to protect privacy. However, the endowment effect is

a more general phenomenon extending well beyond the field of privacy.

Circular A4 indicates that costs and benefits should be valued wherever possible through

reference to actual market behavior, ie. "revealed" preferences based on actual market

transactions. However, in many cases there may lack market data to conduct a revealed

preference study. Preserving the environment or cultural amenities are benefits that are

not traded directly in markets. In some cases it may be possible to use the prices of other

goods and services as a proxy for benefits such as a clean environment. This is called

hedonic pricing. For example, differences in real estate prices may provide some indirect

evidence of the value people attribute to a healthy environment.

Circular A4 distinguishes between use values and non-use values. A use value arises

where an individual derives utility from the actual use of a resource, such as the pleasure

of swimming in a clean river. Nonuse values correspond to the value that an individual

attributes to a given situation even though he or she will not directly use the relevant

resource. For example, an individual may attribute value to the preservation of an

endangered species, even though the individual herself will never see or otherwise benefit

directly from the species.

Where revealed preferences cannot be determined from market transactions, the

qualification of the cost or benefit may have to be derived from stated preferences. Stated

preferences are based on questionnaires designed to get people to express as honestly

as possible what they would be willing to pay for a given benefit. Surveys need to be

designed carefully so that individuals take into account in their answers their own

expenditure limitations and the availability of other alternative goods and services. The

stated choices expressed in the questionnaire would therefore come closer to an

individual's actual behavior in a market transaction. The stated preferences method was

recently used in a study commissioned by BEREC to determine what value individuals

attribute to net neutrality (WIK Consult et al., 2015).

Where it is possible to conduct neither a revealed preference study nor a stated

preference study, Circular A4 states that a "benefit transfer" method can be used as a last

resort. The benefit transfer method consists of using studies conducted in other contexts,
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and then trying to extrapolate the results of these studies to the current situation. For

example, a study estimating the value of a saved human life might be used to help

estimate the value of certain fundamental rights (see, Chapter 6 below).

4.7 Benefits and costs that are difficult to monetize

Circular A4 contains a section focusing on benefits and costs that are difficult to monetize.

Even if they cannot be transformed into monetary units, benefits should be converted into

some kind of measurable units so that various regulatory options can be compared. For

example, an internet regulatory alternative that provides a high degree of protection of

user privacy might be given a privacy score of five out of five, whereas another alternative

that is less protective of privacy might receive a score of only two out of five on the

privacy scale. (This is roughly what Robert Alexy proposes in his fundamental rights

weighting formula. See, Chapter 3, Section 5.7.) Benefits and costs that are difficult to

quantify should be described in detail so that the reader of the cost-benefit analysis can

understand the nature, timing, likelihood, location, and distribution of the unquantified

benefits and costs.

In the field of internet regulation, one of the most difficult costs to measure is the negative

impact that a regulatory choice might have on innovation. We know that light-handed

regulation of the internet is one of the factors contributing to the high level of innovation.

However we do not know with any certainty how much innovation would be lost by moving

the regulatory needle in the direction of more regulation. The effect of regulation on

innovation is examined in Section 6 below.

The remainder of Circular A4 examines the particular problems associated with

monetizing health and safety benefits and costs. Unlike safety regulations designed to

reduce traffic fatalities, Internet regulation designed to limit access to unlawful content

does not always have a direct link to health or to life expectancy. Much of the discussion

of the value of statistical life or of statistical life years extended will have little applicability

to our subject. Thus other approaches to measurement are needed.

The estimate of costs and benefits over time should take into account changes in

technology. In the field of internet regulation changes in technology and markets can often

treat a market failure without the need for regulatory intervention (Shelanski, 2013). As

noted above, evaluating technological change is particularly important when developing

the baseline scenario of doing nothing. Serious consideration should be given to the

likelihood of technology bringing an answer to the relevant market failure without

regulatory intervention.

Finally, Circular A4 describes how the cost-benefit analysis should treat uncertainty. The

principal rule is that any tool that is used to integrate uncertainty must be fully disclosed

so that an outside reader can understand the relevant choices made. The author of the
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cost-benefit analysis should present an estimate of the probability distribution of

regulatory benefits and costs. The cost-benefit analysis should contain a numerical

sensitivity analysis to examine how outcomes change with variations in the underlying

assumptions. Robert Alexy's weighting formula described in Chapter 3 also contains an

uncertainty coefficient designed to discount certain estimates based on the level of

uncertainty associated with the estimate.

5. BETTER REGULATION METHODOLOGY IN EUROPE

5.1 European better regulation guidelines

Proposed legislation drafted by the European Commission must undergo an impact

assessment before being presented to the European Parliament and European Council

for consideration. The European Commission first established the impact assessment

process in 2002. The process was updated in 2009, and once again in 2015. The impact

assessment is based on a cost-benefit analysis. Unlike the United States cost-benefit

analysis, which only applies to regulatory measures adopted by the United States

government, the European system applies to legislative measures, including legislation

addressing broad policy issues. Renda et al. (2013) point out that this makes the

application of cost-benefit analyses particularly challenging, because it requires an

economic analysis not just of technical implementation measures, but of laws affecting

societal values.

In addition to the European Commission's cost-benefit analysis, certain member states

have established their own rules for impact assessments. The UK and the Netherlands

are leaders in the field, with rigorous impact assessment procedures for their own national

legislation. France has a formal requirement for an impact assessment, but the

assessment to date is largely qualitative.

European legislative proposals are created in the first instance by the European

Commission. Under the Commission's better regulation procedures, legislative proposals

must be accompanied by an impact assessment. The impact assessment must comply

with the Commission's 2009 Guidelines on Impact Assessments. The impact assessment

is then submitted to the Commission's Impact Assessment Board (IAB) for peer review.

Like the OIRA in the United States, the IAB evaluates the adequacy of the impact

assessment in light of the Commission's guidelines. The IAB may send the proposal back

to its authors because of inadequate analysis. According to the IAB's 2014 report, this

occurs roughly 40% of the time (IAB 2014).

5.2 European Commission guidelines assessing fundamental rights in imp act
assessments

The Commission has published a number of operational guidelines on how to assess

various kinds of impacts of proposed legislation. Importantly for internet regulation, the
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Commission published in 2011 guidelines on how to assess impacts on fundamental

rights (European Commission, 2011). The 2011 guidelines refer to the Commission's

fundamental rights checklist, which the Commission says must be considered in

connection with each legislative proposal:

"Fundamental Rights ‘Check-List’

1. What fundamental rights are affected?
2. Are the rights in question absolute rights (which may not be subject to
limitations, examples being human dignity and the ban on torture)?
3. What is the impact of the various policy options under consideration on
fundamental rights? Is the impact beneficial (promotion of fundamental rights)
or negative (limitation of fundamental rights)?
4. Do the options have both a beneficial and a negative impact, depending on
the fundamental rights concerned (for example, a negative impact on freedom of
expression and beneficial one on intellectual property)?
5. Would any limitation of fundamental rights be formulated in a clear and
predictable manner?
6. Would any limitation of fundamental rights:
- be necessary to achieve an objective of general interest or to protect the rights
and freedoms of others (which)?
- be proportionate to the desired aim?
- preserve the essence of the fundamental rights concerned?"

The guidelines require that the impact assessment first make a list of the fundamental

rights that are affected, either positively or negatively, by the regulatory initiative. Any

fundamental rights that are absolute, ie. that cannot be interfered with under any

circumstance, should be identified. As explained in Chapter 3, absolute fundamental

rights include the right not to be tortured. Where the proposal deals with fundamental

rights that can be interfered with given an appropriate justification (which include the key

rights we are concerned about here), the author of the proposal must describe in concrete

terms how a given right is affected.

The guidelines focus on the transparency of the measure. In other words, is the extent of

the interference clearly understood and limited in the proposal, or is the interference

subject to different and potentially arbitrary interpretations? The guidelines also require a

consideration of alternative mechanisms that would have a lesser negative impact on the

relevant fundamental right, and a precise description of safeguards that will be included in

the proposal to mitigate the adverse effect on fundamental rights.

The effects on fundamental rights must be quantified wherever possible, and included in

the general cost-benefit assessment under one of the three categories defined in the

Commission's Impact Assessment Guidelines: economic, social or environmental

impacts. The guidelines emphasize that the cost-benefit analysis of fundamental rights

should not be inserted in a separate standalone section of the impact assessment. This is

because a limitation or promotion of a fundamental right will generally have an economic
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or social effect. The effect should therefore be measured in one of those two sections of

the impact assessment.

5.3 2015 European toolbox for better regulation

On May 19, 2015 the European Commission released a new version of its better

regulation documents, including a detailed toolbox to assist in completing impact

assessments (European Commission, 2015). The Commission's toolbox requires first

that for any regulatory proposal, the proponents of the regulation verify the existence of a

problem, analyze the causes of the problem, who is affected, and the likelihood that the

problem will persist without regulatory intervention. The toolbox requires that the impact

assessment identify the "drivers" of the problem, so that a linkage can be created

between the drivers or causes of the problem and the targeted regulatory intervention.

The analysis of the current problem requires development of a baseline ("counterfactual")

scenario, i.e. an evaluation of how the problem will evolve over time without regulatory

intervention, taking into account recent trends and implementation of existing policy at all

levels.

(a) Underlying drivers of problems

When identifying the underlying causes of problems requiring regulatory attention, the

toolbox points to four potential situations.

(i) Market failures.

The toolbox identifies six different situations that fall within the category "market failures".

The first is externalities, i.e. where market prices do not reflect how one activity produces

costs or benefits for other activities. The second market failure is the problem of public

goods. Public goods are typically undersupplied by the private market because private

producers will not earn a sufficient return on investment. National defense, public health

and welfare programs, preparedness for natural disasters are examples of public goods.

As we saw in the chapter on fundamental rights, good political ideas can also be

considered a public good, which are underproduced in the absence of laws protecting

freedom of expression.

A third situation within the category of market failures is non-existent or weak competition.

Where there is weak competition, prices may be excessive or the market may produce

suboptimal levels of certain goods or services. Competition issues are generally

addressed by competition law, or in some justified cases (e.g. telecoms) targeted

economic regulation. The fourth subcategory of market failures is the case where

markets are missing or incomplete. This is a situation where goods or services that are

needed by society are not produced at all. The toolbox gives the example of a major new

infrastructure project that cannot be financed through market forces because user
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charges would be insufficient to permit a return on investment. Another example cited by

the toolbox is the need for a student loan, which may not be met by the market alone.

The fifth category of market failure is the problem linked to principal / agent misalignment.

This form of market failure arises when there is a misalignment of incentives between

market actors. For example, when a tenant is responsible for paying heating bills, the

landlord will have no incentive to provide insulation.

The last form of market failure is imperfect information. For markets to function efficiently,

market participants need information on product quality and prices. Information

asymmetries can lead to suboptimal market outcomes. For example, inadequate

information about product quality can lead purchasers to assume that all products have a

low level of quality (Akerlof, 1970). This in turn penalizes producers of higher quality

goods and will lead the market in general to move toward low quality products only,

creating a so-called "lemons" market.

(ii) Regulatory failures.

After market failures, the next category of situations that can cause a problem requiring

regulatory attention is a "regulatory failure". A regulatory failure occurs where a

government intervention fails to achieve the desired objective. This may occur because

the regulation, or the regulator, ends up being unduly influenced by certain industry

groups. This phenomenon is known as "regulatory capture". Regulatory failure may

occur also because of unanticipated side effects flowing from the regulation. For

example, a regulation designed to reduce online copyright infringement might have the

side effect of encouraging large number of internet users to use encryption, thereby

making law enforcement more difficult. Another cause of regulatory failure may be that an

existing regulation exists, but is poorly implemented and/or enforced. Or the regulation

may simply be out of date, and be ill-adapted to market and technology developments.

(iii) Equity.

A third situation requiring regulatory attention may be equity considerations. Equity

considerations may include inadequate protection of fundamental rights, or excessive

discrimination based on race or sexual orientation. Equity failures may also be

considered forms of market failures, because the market produces insufficient amounts of

certain socially-desirable rights, such as equal access to education.

(iv) Behavioral bias.

The fourth and last category listed by the European Commission's toolbox is inefficient

market outcomes due to behavioral bias and bounded rationality of consumers. A classic

example of this is the fact that most consumers will not change the default options

presented on a website even though rationally it would be in their interest to do so.
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Some of these categories of underlying problem drivers could likely be considered forms

of market failures. For example, the problem of behavioral bias could likely be classified

as a form of market failure instead of put in a category of its own. The categories

mentioned by the European Commission are not important in themselves -- what is

important is the requirement that policymakers carefully identify the underlying failure – be

it a market failure, regulatory failure or equity failure - that creates the problem that

policymakers want to address.

(b) Quantify the risk, and determine an optimal level of risk reduction.

Under the toolbox's methodology, after identifying the problem and the key drivers for the

problem, the sponsor of a regulatory proposal should attempt to characterize the negative

outcome that the identified problem will cause, its level of severity, and the likelihood of

the harm occurring. The resulting risk (hazard multiplied by the probability of its

occurrence) should then if possible be quantified. The impact assessment should then

attempt to define tolerability criteria, including levels that would be considered an

intolerable risk, a tolerable risk, or an acceptable risk. According to the Commission's

toolbox, policymakers should seek an optimal level of risk reduction. This optimal level is

found where the marginal costs of risk reduction equal the benefit derived from the

marginal reduction in risk. The risk management approaches can focus on reducing the

severity of the hazard, or limiting the likelihood of its occurrence, or a combination of both.

(c) Identify policy options.

The next step described in the toolbox is to identify a wide range of possible policy

options to address the problem, and then narrow down these options to a small handful

that merit in-depth analysis. When making the first selection of available policy options,

the proponents of regulation should "think outside the box", and choose a wide range of

instruments, from less intrusive to more interventionist alternatives. Classical regulatory

tools should be envisaged as well as newer cutting-edge methods such as those that flow

from a study of behavioral economics. According to the Commission's toolbox, the range

of possible policy options should always include the baseline scenario of no new

regulation. Under the baseline scenario, existing law would be applied to the problem.

International standards should be taken into account and included as one of the policy

options so as to promote international consistency of rules. Self-regulatory or co-

regulatory solutions should be considered as well as market-based incentives.

The better regulation toolbox identifies four main categories of regulatory instruments that

should be considered:

�x "Hard" legally binding rules;

�x "Soft" regulation;
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�x Education and information;

�x Economic instruments.

The toolbox describes the main characteristics of each of these kinds of legal instruments

referring where appropriate to additional European Commission guidance and best

practices. The Commission's toolbox includes within the category "economic instruments"

the use of tax and liability rules as well as marketable property rights as ways to influence

behavior of economic agents. The Commission points out that each of the legal

instruments might be used in combination, to support one another. For example, liability

rules may be used as a backstop to supplement self and co-regulatory solutions. Finally,

the Commission emphasizes that ideas for effective policy instruments could emerge from

the study of behavioral economics.

(d) Narrowing the choice of available options.

Once all options have been put on the table, the proponent of regulation must select a

small package of options that merit more in-depth analysis. According to the toolbox, the

baseline scenario must always be included in this final line-up of options. Regulatory

options that are not legally feasible or that would disproportionally harm fundamental

rights should be discarded from the outset. The impact assessment should focus on a

group of realistic policy options in addition to the baseline scenario. The toolbox

emphasizes that the initial selection process should explain the reasons for discarding

certain regulatory options so that the relevant stakeholders who suggested those

alternatives can understand why they were eliminated. Moreover, the drafter of the

impact assessment should avoid including an option that is a "straw man" alternative, i.e.

an alternative whose only purpose in the impact assessment is to lead the reader to reject

it and prefer another alternative.

5.4 The Renda study on cost-benefit analyses

Renda et al. (2013) studied cost-benefit analyses in the context of EU rulemaking, breaking down

costs and benefits into six "areas," depicted graphically as follows:
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Source: Renda et al. (2013), p. 21

(a) Quantifying Costs.

Renda's approach divides costs and benefits into "direct" and "indirect."
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(i) Direct costs consist of:

�x Direct compliance costs incurred by the regulated firms, including fees or levies, one-off

costs, recurrent costs, additional administrative burdens caused by the regulation.

�x Hassle or irritation costs, ie. costs created by additional regulation that are difficult to

quantify and therefore are not included in the first category of costs.

�x Enforcement costs.

A word about enforcements costs is in order: the costs of enforcing a legal rule are a key

consideration in any cost benefit analysis. A rule that costs 10 to enforce while yielding a benefit

of 5 does not increase social welfare. Enforcement costs include both public and private costs.

The costs and delay associated with pursuing a private lawsuit are a form of enforcement cost.

Renda et al. (2013) divide enforcement costs into five categories:

- One-off adaptation costs, such as those associated with training personnel about a new

legal rule;

- Information costs and administrative burdens, which include the cost of collecting

information relevant for enforcement.

- Costs of monitoring compliance. Monitoring costs will be lower when the obligation

consists of a detailed rules as opposed to a general standard.

- Pure enforcement costs, such as the costs of handling complaints.

- Adjudication/litigation costs, including the cost of lawsuits.

(ii) Indirect costs consist of:

�x Indirect compliance costs, eg. costs that result from increased prices charged by the

regulated firms.

�x Other indirect costs, such as:

o Substitution effects on consumption. One example of substitution effects would be

consumers' use of alternative streaming technology in response to a regulation

designed to detect and punish peer-to-peer online copyright infringement.

o Transaction costs: where a regulation increases the cost of identifying counter-

parties and negotiating with them, the increase in transaction costs must be taken

into account.

o Reduced competition and inefficient resource allocation. These costs would occur

where a regulation makes it more difficult for competitors to enter the market, or
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prevents firms from competing aggressively, or favors collusion. Standards can

sometimes have this effect (Breyer, 1982).

o Reduced market access: if a regulation reduces market access opportunities for a

certain class of producer, this will reduce consumer choice and create costs.

o Reduced investment and innovation: regulation can reduce the incentive to invest

in new infrastructure or innovative products. For example, a regulation that

requires a firm to provide competitors with access to the firm's infrastructure at

cost-oriented prices can reduce the expected return on investment for new

projects, and thereby reduce the firm's incentive to invest and/or innovate. A

regulation that reduces the open, end-to-end character, of the internet, may

reduce innovation by edge providers by increasing uncertainty as to the

application's ability to reach consumers around the world.

o Uncertainty and investment: uncertainty as to the future regulatory environment

can also reduce the expected return on investment and thereby have an adverse

effect on investment.

Renda et al. (2013) omit a category of indirect costs linked to impairment of a fundamental right.

Such costs will be difficult to quantify, but should be included as a separate category of indirect

costs caused by a regulatory intervention. For example, a regulation that protects the so-called

"right to be forgotten" will enhance the right to data protection, but will restrict freedom of

expression. The promotion of data protection is counted as a benefit; the impairment of freedom

of expression should be counted as a cost, and both must be counted.

Renda et al. describe the total cost of a proposed regulation as the sum of direct costs (DC),

indirect costs (IC) and enforcement costs (EC), ie. total cost of regulation = DC + IC + EC

(b) Quantifying benefits.

On the benefits side of the equation, Renda et al. (2013) distinguish again between direct and

indirect benefits. In the category of direct benefits, Renda speaks first of improvements to

individual wellbeing. These improvements may include enhanced life expectancy, a better

environment, or improved political rights. A second category of direct benefits consists of

improved market efficiency. For Renda, this category includes the objective of correcting market

failures: externalities, insufficient supply of public goods, missing or weak competition, missing or

incomplete markets or information failures. When speaking of market efficiency, Renda

distinguishes between productive efficiency, allocative efficiency, and dynamic efficiency.

Renda's distinction between individual wellbeing and market efficiency can of course lead to a

double counting. A regulation that is intended to reduce air pollution targets an increase in

wellbeing, i.e. the value that individuals attribute to a clean environment, as well as a market

failure, i.e. the negative externalities created by diesel-powered automobiles, for example.
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Renda then describes indirect benefits flowing from a regulatory proposal. Those indirect, or

spillover, benefits include benefits deriving from third party compliance with legal rules. For

example, regulations that increase market efficiency and productivity can lead to lower prices

which in turn benefit consumers. Another category of indirect benefits is wider macroeconomic

benefits that flow from the proposed regulation.

(c) Distributional effects

Renda's methodology then calls for an analysis of how the various costs and benefits impact

different categories of stakeholders. The categories of stakeholders may include consumers,

businesses, governments or non-EU countries. Some impacts of regulation may affect citizens

more broadly, and not just consumers.

5.5 Areas requiring further study

Existing methodologies for cost benefit analysis generally treat fundamental rights as a

separate stand-alone question. Aside from Robert Alexy (2012), the approach for

quantifying the impact on fundamental rights, either positive or negative, has not been

studied. Attempts to integrate fundamental rights into the cost benefit analysis have so

far lacked analytical rigor. Renda's thorough study on cost-benefit analyse devotes very

little attention to fundamental rights.

The other area that requires more study is how to evaluate impacts, positive or negative,

to the internet ecosystem. The term internet ecosystem refers to the existing technical,

governance and regulatory approaches that have permitted unprecedented innovation,

particularly at the applications level. A regulatory policy that changes one of the elements

in the current internet ecosystem may disrupt the ecosystem and have an impact on

innovation. I have not seen any attempt to factor these impacts into a regulatory cost-

benefit analysis.

6. IMPACTS ON INNOVATION

The sections below attempt to capture how some authors view the link between regulation

and innovation. Because the impact of regulation is not the key theme of this thesis, the

summary below is necessarily incomplete and superficial.

6.1 Why internet firms innovate

Viscusi et al. (2005) indicate that regulation can have an effect on innovation in several

ways. First, when regulation leads to prices being set above costs, the profits generated

by the regulated firm can be reinvested in research and development. Second, above-

cost prices caused by regulation will encourage new market entry which in turn will fuel

innovation as the firms entering the market compete on price. Where regulated prices are

low, firms will not compete on price but on product differentiation.
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A number of internet-based businesses are based at least in part on free services for the

end-user. High prices are therefore not a factor in encouraging market entry. Indeed

most internet-based businesses earn no profits for a significant time after their creation.

The search for short term profit will therefore not generally be a factor in market entry and

innovation for internet businesses. However, successful internet businesses can scale

quickly, reaching hundreds of millions of users in a few short years. The ability to reach

users around the world rapidly and with relatively low capital expenditure attracts early-

stage investors. The rapid scalability of internet-based businesses will lead investors to

give high valuations to internet start-ups that have a promising new technology or

business model. Venture capitalists invest with the hope that the start-up will go public

through an initial public offering, or will be sold in an industrial sale. Venture capital

investment permits innovators in the internet field to become multi-millionaires in a very

short time. For internet entrepreneurs, the key motivation for innovation will be to enhance

parameters that create the highest valuation for the business in the eyes of venture

capitalists. Currently, those parameters do not include whether the business can earn a

profit in the short term. Typical parameters include the rate of progression of individual

users of the service, the ease with which the service can be replicated by another

competitor, and the likelihood of the business becoming the first to reach a global scale.

If all these parameters are favorable, the internet entrepreneur's business may have a

valuation of many millions of dollars even though the service has relatively few users, and

no immediate likelihood of earning a profit.

For more established companies such as Google, Facebook, and Apple, the principal

motivation for innovation comes from the threat that their existing technologies and

business models could be rendered obsolete by new entrants. It is the contestability of

internet markets (competition "for the market") that pushes innovation even within

companies that have reached the top of the food chain in a particular internet business

(Shelanski, 2013).

If we take these factors for innovation into account, then any regulation that hinders the

rapid scalability of a new internet business, including its ability to reach a global market,

will hurt innovation, because it is this characteristic that drives valuation of internet

businesses, as well as the contestability of existing internet players.

6.2 Knut Blind explains link between regulation and innovation

Blind (2012) surveys economic literature on how regulation can affect innovation, either in

a positive or a negative way. Not surprisingly, the literature shows that the effect of

regulation on innovation varies depending on the type of regulation, the industry sector,

and the institutional environment. The size of the company is also a factor in the

company's ability to adapt to new regulation and continue to innovate in spite of new

compliance costs. There is no "one size fits all" correlation between regulation and
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innovation. Blind points out that new regulatory obligations can spur innovation for

compliance, or innovation for avoidance. Innovation for compliance is when a new

regulation that has a broad scope, such as fuel efficiency requirements for motor vehicles,

will spur innovation among companies to try to comply with the regulatory obligation in the

most efficient way possible. Innovation for avoidance refers to the situation where a

regulatory obligation has a relatively narrow scope of application, and the company's

innovation consists of finding ways to avoid application of the regulation. An example of

"innovation for avoidance" would be regulation on providers of electronic communications

services. In light of the regulatory burdens associated with providing electronic

communications services to the public under European law, companies may innovate to

seek ways to provide a comparable service that does not fall within the regulatory

definition of electronic communications service.

Blind's survey of literature shows that the effects of regulation on innovation cannot be

reduced to a single formula, but must be evaluated on a case by case basis. Blind

emphasizes, however, that the effect on innovation must be introduced as part of

regulatory impact assessments when regulations are created. This is consistent with the

proposed approach in Chapter 6, where the negative effect on innovation must be

considered as part of the "costs" created by a regulatory alternative. Blind's conclusions

can be summarized as follows:

�x Strengthen the focus on innovation and regulatory policy. This means, among

other things, that regulators should consider innovation as a means to achieve

policy objectives, and that regulators and stakeholders should develop an

innovation culture and sensitivity.

�x Increase the quality of the regulatory framework regarding innovation. This

means, for example, that regulatory tools should wherever possible be technology

neutral and outcome-focused. Regulators should implement regulatory foresight

exercises in cooperation with the science and technology community.

�x Improve the implementation of regulations to foster innovation. This is linked to

the effectiveness of regulatory bodies. Regulators should have staff equipped

with innovation-related know-how and strategies.

�x Include innovation in ex ante and ex post regulatory impact assessments. Impact

assessments should systematically take into account the potential effect, good or

bad, that a regulatory proposal may have on innovation. The initial impact

assessment should then be tested after-the-fact with periodic reviews to measure

the actual effect on innovation.



Chapter 5 – Principles of better regulation applied to the Internet

- 141 -

�x Move innovation into the center of public policies in general and instill a general

culture of innovation in regulatory bodies in particular. Blind points out here that in

the field of environmental regulation, the use of regulation as a catalyst for

innovation has been considered extensively. However, outside the environmental

field, policy makers have not sufficiently considered the interaction between

regulation and innovation.

�x Integrate regulation into research on innovation systems. Blind's recommendation

is to make sure that regulatory policy is an integral part of the research stream on

innovation systems.

7. ADAPTIVE OR EXPERIMENTAL REGULATION

One of the keys to better regulation is to accept the fact that legislators and regulators can make

mistakes. Errors can occur because regulators initially had insufficient information to make

perfect decisions, because they were unduly influenced by interest groups, or because their

decisions became obsolete due to technological or market developments. To address this

inevitable risk of error, the EU better regulation guidelines require that EU legislation be regularly

reviewed to ensure fitness for purpose. Whitt (2009) proposes the concept of "adaptive

regulation". Whitt argues that for fast-moving digital environments, regulators need to move

through small incremental steps, and be able to adapt their policies based on experience.

Ranchordas (2013) uses the term "experimental legislation". According to Ranchordas,

experimental legislation implies introducing a new legislative solution on a small scale and

reviewing the results before broadening its application. Katz (2000) and Greenstone (2009) also

urge experimentation as a means to foster regulatory learning. Experimental regulation in France

was made possible by an amendment to the French constitution. In spite of the amendment, the

French Conseil d'Etat (2016) notes that little experimentation has been done to date.

Listokin (2008) also argues for legislative experimentation in which different regulatory solutions

are tried and the best ones are retained after an experimental period. According to Ranchordas

(2015) adaptive regulation is one of the keys to a regulatory policy that fosters innovation.

One way to ensure that adaptive regulation is applied in practice is to insert sunset clauses into

new legislation or regulation dealing with digital environments. Sunset clauses require that the

legislator or the regulator affirmatively renew the provision in order for it to remain valid. Typically

the renewal is done only after an assessment of the measure's effectiveness.

The European framework for the regulation of electronic communications services (ECS)

attempts to apply the principles of adaptive regulation. Under the framework for ECS, economic

regulation is permitted only on certain predetermined markets which satisfy a three-criteria test.

First, the market must be one where there are significant barriers to entry. Second, technological

and market evolutions are not likely to change the situation. Third, competition law alone is not
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sufficient to treat the problem. The European Commission periodically draws up a list of markets

in the electronic communications sector that are deemed to satisfy the three criteria. If regulators

want to enact a new regulation in a market that is not on the Commission's list, the regulators

must make a particularly strong case for regulation, with the European Commission holding a

veto power in case of disagreement. The Commission is required to review the list periodically to

ensure that the relevant markets included on the list still satisfy the three-criteria test. Over a

period of 10 years, the Commission reduced the number of markets on the list from 18 to 5 on the

ground that market conditions had evolved and permitted the emergence of competition on some

of the relevant markets. The list of markets for which ex ante regulation can be applied

decreases over time. Regulations are thus removed as soon as competitors obtain a foothold to

enter the market and/or technological or market conditions evolve.

The periodic review, and where appropriate removal, of regulatory measures is a key aspect of

the ECS regulatory framework that should be replicated in any methodology for assessing

regulatory measures targeting undesirable content on the internet.

Unfortunately, adaptive "evidence-based" regulation is often politically unattractive, because it

conveys the message that the regulator is not sure whether the measure is in fact the best

solution to the problem. Conveying uncertainty may harm the regulator's institutional power.

Moreover, legislation and regulation are costly to create, and the creators of the regulation may

not want the legislation to be too easy to modify or repeal by the regulator's successors.

8. CRITICISMS OF COST-BENEFIT ANALYSES IN REGULATORY DECISIONS

Several authors (Baldwin, 2010; Radaelli and De Francesco, 2010; Hahn and Tetlock, 2008)

have examined whether cost-benefit analyses of the kind described in this chapter really work in

practice. Most authors agree that cost-benefit analyses are useful because they force policy

makers to define the output that the regulation is intended to achieve, and to more closely

analyze the options for achieving the desired output. However, cost-benefit analyses are not a

panacea:

- Rigorous cost-benefit analyses are costly to produce, and may generate few benefits for

their authors.

- Politicians generally know in advance what regulatory solution they want. It will be the

solution that maximizes the short-term political benefits for the authors of the proposal.

This solution may not coincide with the solution that maximizes welfare for society.

- Where regulators produce their own cost-benefit analysis, the analysis will necessarily be

flawed by an inherent conflict of interest on the part of the study's authors. The regulator

will naturally be biased in favor of a solution that maximizes the regulator's own role and

resources.
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- A comprehensive cost-benefit analysis requires the comparison of different solutions,

some of which may fall outside the power of regulators, and some of which may be

impossible to implement politically. The range of options that are politically possible may

be limited. A cost-benefit analysis that compares possible solutions with impossible ones

serves no purpose, even if the impossible solutions would yield a higher net benefit.

- EU regulatory impact assessments are more qualitative than United States cost-benefit

analyses conducted under United States "better regulation" procedure.

- Independent peer review is essential for any cost-benefit analysis.

These points are examined in more details in the following paragraphs.

8.1 Robert Baldwin asserts that impact assessments are ill-adapted to polit ical realities

While praising the theoretical benefits of cost-benefit analyses, Baldwin (2010) explains

why regulatory impact assessments are often not well adapted to the realities of political

processes. In an ideal situation, the regulatory impact assessment will take into account a

wide variety of variables, including variables that are outside of the control of any one

agency or regulatory authority. A regulatory impact assessment should compare different

solutions to the same problem, and choose the one that is the most effective and creates

the fewest costs. However, in many cases, the ideal solution may involve a combination

of tax incentives, self-regulatory measures, government imposed regulation, and

intelligent enforcement strategies. For the persons conducting the regulatory impact

assessment, government-imposed regulation may be the only variable that they can

control. Consequently, it would be futile to put on the table solutions that are outside the

reach of what is politically feasible. Similarly, Baldwin points out that most legislation is a

result of political negotiations and trade-offs. Out of the range of 10 possible solutions to

a problem, perhaps only one or two of the solutions are politically feasible:

"To compare this proposal with an array of alternatives via the RIA procedure may

be to compare a live horse with a number of dead non-runners." (Baldwin, 2010,

p. 271)

As a result of these difficulties, regulatory impact assessments are helpful in theory but

less so in practice. According to Baldwin, many regulatory impact assessments limit

themselves to relatively narrow issues, such as evaluating the costs for the administrative

agency of implementing two or three different regulatory options. The idea of using a

regulatory impact assessment as a tool to think "outside the box" is not feasible in

practice for many government institutions because those institutions do not have a holistic

vision of the problem, or keys to the full range of solutions.

Baldwin also points out that regulatory impact assessments may be viewed by lawmakers

as interfering with the political process. The UK House of Lords expressed the concern










































































































































































